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Abstract

Existing color-guided depth super-resolution (DSR) ap-
proaches require paired RGB-D data as training samples
where the RGB image is used as structural guidance to re-
cover the degraded depth map due to their geometrical simi-
larity. However, the paired data may be limited or expensive
to be collected in actual testing environment. Therefore, we
explore for the first time to learn the cross-modality knowl-
edge at training stage, where both RGB and depth modal-
ities are available, but test on the target dataset, where
only single depth modality exists. Our key idea is to dis-
till the knowledge of scene structural guidance from RG-
B modality to the single DSR task without changing its
network architecture. Specifically, we construct an aux-
iliary depth estimation (DE) task that takes an RGB im-
age as input to estimate a depth map, and train both D-
SR task and DE task collaboratively to boost the perfor-
mance of DSR. Upon this, a cross-task interaction module
is proposed to realize bilateral cross-task knowledge trans-
fer. First, we design a cross-task distillation scheme that
encourages DSR and DE networks to learn from each oth-
er in a teacher-student role-exchanging fashion. Then, we
advance a structure prediction (SP) task that provides ex-
tra structure regularization to help both DSR and DE net-
works learn more informative structure representations for
depth recovery. Extensive experiments demonstrate that
our scheme achieves superior performance in comparison
with other DSR methods. Our code available at: https:
//github.com/Sunbaoli/dsr-distillation.

*Corresponding author: yexch@dlut.edu.cn. This work was support-
ed by National Natural Science Foundation of China (NSFC) under Grant
61702078, 61772108, 61976038, 61772106.

1. Introduction

To better understand a scene image, depth information
is supplemented to the RGB images, providing the key clue
about the scene and enabling wide applications in 3D recon-
struction [9], autonomous navigation [20], monitoring [2],
and so on. However, acquiring depth information for indoor
and outdoor scenes needs expensive cost and great efforts,
especially for high-quality and high-resolution (HR) depth
maps. As such, one of the effective post processing tech-
niques, Depth Super-Resolution (DSR), is greatly desired
to yield HR depth maps to alleviate this problem. Many ef-
forts have been taken along the direction of DSR. Usually,
fine scene structures are easily lost or severely destroyed in
low-resolution (LR) depth map because of the limited spa-
tial resolution. An RGB image and its associated depth map
are the photometric and geometrical representations of the
same scene, and have a strong structural similarity. Most ex-
isting DSR methods learn structural complementarity from
RGB images to recover the degraded depth maps.

Previous color-guided DSR methods take advantage of
RGB-D image pairs via a two-way fusion architecture, in
which an extra branch is required to extract structural guid-
ance from RGB image. As illustrated in Figure 1 (a), RGB
image and LR depth map are often processed by separate
branches and filtered together through a joint branch to out-
put the HR result [26, 31, 4, 21]. However, due to the simple
feature aggregation at a specific layer in the middle of the
network, high-frequency structure information from RGB
image is more likely to be lost in the process of feature ex-
traction. Therefore, as shown in Figure 1 (b), some novel
methods [18, 12, 49] incorporate a new paradigm of feature
aggregation, i.e, multi-scale fusion, to allow the network to
learn rich hierarchical features at different levels. This in
turn makes the network to retain more spatial details for re-
covering both fine-scale and large-scale structures.

Although existing color-guided DSR methods have
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Figure 1. Color-guided DSR paradigms. (a) Joint filtering, (b) Multi-scale feature aggregation, (c) Our cross-task interaction mechanism
to distill knowledge from RGB image to DSR task without changing its network architecture.

demonstrated remarkable progress, several limitations stil-
l remain. First, these methods require paired RGB-D data
as training examples to jointly recover the degraded depth
map. However, the paired data may be limited or expensive
to be collected in actual testing environment. For example,
RGB image and depth map are captured by separate depth
and RGB sensors with different resolutions and views, thus
needing accurate calibration and rectification between them
to obtain the registered pairs. Actually, most of real-world
applications still come with only a single LR depth map,
which raises the above question. Second, considering the
memory consumption and computing burden, the process-
ing on the HR RGB data also hinders the practical appli-
cation. Moreover, although RGB features can be used as
structural guidance to resolve the degradation in DSR, RGB
discontinuities do not always coincide with those of depth
map (structure inconsistency), which results in noticeable
artifacts such as texture copying and depth bleeding. There-
fore, how to leverage RGB information to help recover the
depth map and simultaneously satisfy the actual testing en-
vironment, still needs to be studied.

Motivated by the above analysis, this paper breaks away
from the shackles of general paradigms and introduces a
novel scene structure guidance learning method for the task
of DSR, as shown in Figure 1 (c). We explore for the
first time to learn the cross-modality knowledge at train-
ing stage, where both RGB and depth modalities are avail-
able, but test on the target dataset, where only single depth
modality exists. Our key idea is to distill the knowledge of
scene structural guidance from RGB modality to the single
DSR task without changing its network architecture.

Specifically, as illustrated in Figure 2, inspired by the
success of multi-task learning [52, 22, 46], we construct an
auxiliary depth estimation (DE) task that takes RGB image
as input to estimate a depth map. Upon this, we propose a
cross-task interaction module to realize bilateral knowledge
transfer between DSR task and DE task. Different from
the commonly used distillation techniques [37, 16, 22], we
first design a cross-task distillation that encourages DSR
network (DSRNet) and DE network (DENet) to learn from
each other, i.e., the roles of teacher and student will dynam-
ically switch between both tasks based on their current per-

formances on depth recovery in the iterative collaborative
training. A multi-space distillation scheme is introduced to
distill knowledge from the perspective of output and affini-
ty spaces, which can better describe the essential structural
characteristics of depth map. Moreover, to address the prob-
lem of RGB-D structure inconsistency, we construct a struc-
ture prediction (SP) task that provides extra structure regu-
larization to help both DSRNet and DENet learn more in-
formative structure representations for depth recovery. We
come up with an uncertainty-induced attention fusion mod-
ule to provide a reasonable input for the SP network (SP-
Net), in which the uncertainty maps acquired from both D-
SRNet and DENet are used to re-weight their features for
strengthening effective structural knowledge. Extensive ex-
periments demonstrate that our single DSR method even
outperforms the color-guided DSR methods on benchmark
datasets in terms of both accuracy and runtime. The main
contributions are summarized as follows,
• So far as we know, our proposed paradigm of DSR is

the first work that learns with multiple modalities as inputs
at training stage, but tests on only single LR depth modality.
• A cross-task distillation scheme is proposed to encour-

age DSRNet and DENet to learn from each other in a col-
laborative training mode.
• A structure prediction network is advanced to pro-

vide structure regularization for helping DSRNet resolve
the problem of structural inconsistency.

2. Related Work
Depth Super-Resolution. Compared to single DSR

methods [5, 32, 43, 35], color-guided DSR methods [18,
12, 40, 49] have been widely proposed to improve the qual-
ity of depth map by the guidance of color image. Li et al.
[26] proposed a joint filtering approach that leverages color
image as guidance to enhance the spatial resolution of depth
map. Hui et al. [18] employed a multi-scale fusion strate-
gy that fuses the rich hierarchical color features at different
levels to resolve ambiguity in DSR. Wen et al. [41] present-
ed a data-driven filter to infer an initial HR depth map with
the guidance of color image, then proposed a coarse-to-fine
network to progressively recover the depth map. Guo et al.
[12] proposed a hierarchical feature driven method that con-



Figure 2. Illustration of our proposed framework, which consists of DSRNet, DENet, and the middle cross-task interaction module. We
supervise the outputs of DSRNet and DENet with the same groundtruth depth map Dhr . In testing phase, DSRNet is the final choice to
predict HR depth map from only LR depth map without the help of color image.

structs an input pyramid and a guidance pyramid for multi-
level residual learning. Wang et al. [40] proposed to upsam-
ple the depth map with the help of edge map learned from
the color image.

Monocular Depth Estimation. Due to the strong abil-
ity of CNN in feature extraction, many supervised monoc-
ular depth estimation methods [45, 10, 42, 23] continue to
improve the performance of depth estimation. Laina et al.
[24] proposed a fully convolutional architecture to model
the mapping between color image and depth map. In [25],
a two-stream CNN is proposed to simultaneously predic-
t depth and depth gradients for accurate depth estimation.
Wang et al. [38] presented a depth estimation network via
a semantic divide-and-conquer strategy, in which a scene
is decomposed into semantic segments and then predicts
depth for each segment. In contrast, unsupervised methods
[8, 10, 42, 51] use video or stereo data during training with-
out the need of groundtruth depth maps. Wong et al. [42]
learned a robust representation with a two-branch decoder
to estimate the depth map.

Knowledge Distillation. Knowledge distillation [16] is
to transfer knowledge from high-capacity model to a com-
pact model to improve the performance of the latter one.
It has been wildly applied to many applications, including
action recognition [7], style transfer [28], depth estimation
[13] and scene parsing [44]. For example, the task of image
classification takes class probabilities from teacher network

as soft targets to train the student network [37, 16] or trans-
fers the knowledge through intermediate layers [50, 33].
Recently, deep mutual learning [52] proposed a two-way
distillation which transfers knowledge between the teacher
and student and benefits to both networks. Kundu et al. [22]
tried to extend cross-model distillation to multiple spatially-
structured prediction tasks by using two regularization s-
trategies to minimize the domain discrepancy. Yao et al.
[46] presented a dense cross-layer mutual distillation mech-
anism to train the teacher and student collaboratively from
scratch. Inspired by the above knowledge distillation tech-
niques, we propose to learn the scene structure guidance for
the single DSR task via our designed cross-task distillation.
Moreover, another difference to the previous works is that
the role of teacher and student is dynamically changed.

3. Method

3.1. Network Architecture

Figure 2 shows the overall architecture of our frame-
work, which mainly consists of three components: depth
super-resolution network (DSRNet), depth estimation net-
work (DENet) and the middle cross-task interaction mod-
ule. Given a collection of paired LR-HR depth maps
{D(k)

lr , D
(k)
hr }Mk=1 with the corresponding HR color images

{I(k)}Mk=1 as training data, whereM is the number of train-
ing data, our goal is to learn a model, i.e., DSRNet, that



can predict the super-resolved depth maps {D(k)
sr }Mk=1 from

their corresponding downsampled versions {D(k)
lr }Mk=1.

Specifically, the structure of DSRNet is designed based
on a network unit from deep back-projection network
(DBPN) [14], which can effectively improve the feature
representations through iterative projecting HR representa-
tions to LR spatial domain and then mapping back into HR
domain1. The shallow features F shallow

sr are first extracted
from Dlr through a simple convolutional block (including
three convolutional layers), and then sent into N stacked
DBPN blocks to obtain HR features {Fn

sr}Nn=1. Dsr is fi-
nally reconstructed from FN

sr through another convolutional
block. DENet takes I as input and estimates the depth map
Dde. The architecture of DENet is similar to DSRNet, but
replaces the DBPN blocks with deeper residual blocks [15]
to extract informative features {Fn

de}Nn=1 from color image.
The cross-task interaction module acts as a bridge to con-

nect DSRNet and DENet, and realizes bilateral knowledge
transfer between them. It consists of two components, i.e., a
cross-task distillation scheme and a structure prediction net-
work (SPNet), where the former focuses on the interaction
between multi-scale features extracted from both networks
while the latter uses structure maps as supervision to further
guide the learning of both networks.

Note that, at the training stage, DSRNet, DENet and the
cross-task interaction module are jointly learned by using
both color image and depth map as input. In testing phase,
DSRNet is the final choice to predict HR depth map from
only LR depth map without the help of color image.

3.2. Cross-Task Distillation

Knowledge distillation is generally viewed as a tech-
nique of transferring beneficial information from a top-
performing model to the other naive one. Different from the
commonly used distillation techniques, in which the teacher
network is trained beforehand and fixed under the assump-
tion that it always learns a better representation than the s-
tudent network, our goal is to train SRNet and DENet col-
laboratively and encourage them to benefit from each other.

Inspired by mutual learning methods [52, 22], we pro-
pose a cross-task distillation scheme, in which the roles of
teacher and student will exchange between both tasks based
on their current performances on depth recovery in the iter-
ative collaborative training. Specially, at the current round
of training, we need to determine the teacher in advance
according to their performance at the previous round. We
compute the average pixel error between each recovered
depth map and its groundtruth for both networks:

edsr =
1

HW

H∑
h

W∑
w

|Dsr(h,w)−Dhr(h,w)|, (1)

1We direct readers to refer to [14] for more details about the design of
DBPN block.

ede =
1

HW

H∑
h

W∑
w

|Dde(h,w)−Dhr(h,w)|, (2)

where {H,W} are the size of the output depth map. If edsr
is smaller than ede, DSRNet has a relatively better perfor-
mance, and becomes the dominant one to guide the learning
of DENet, and vice versa.

Next, in order to distill more meaningful knowledge that
can accurately describe the essential structural characteris-
tics of depth map, we introduce a multi-space distillation
scheme to condense the knowledge from the perspectives
of output and affinity spaces, as shown in Figure 2.
Output Space Distillation. To ensure the transfer of lo-
cal information from pixel-wise depth values in a depth
map, we apply the side-output layer (containing two suc-
cessive convolutions) on {Fn

sr, F
n
de}Nn=1 from both DSRNet

and DENet to generate the corresponding multi-scale depth
outputs {Dn

sr, D
n
de}Nn=1 respectively. Thus, the distillation

loss of output space is designed to indirectly align the fea-
tures between DSRNet and DENet:

LO =
1

N

N∑
i=1

||Di
sr −Di

de||1, (3)

Affinity Space Distillation. Color image and its associated
depth map are different representations of the same scene
and have strong structural similarity. Pixels with similar ap-
pearances in a color image have more chances of belonging
to the same object, and should have close depth values. In-
spired by [39, 6, 47] that consider the nonlocal correlations
to strengthen correlated features between pixels and benefit
the depth map recovery, we also transfer non-local struc-
ture knowledge on affinity space, which is implemented by
computing pair-wise similarities between pixels.

Assuming the dimension of feature F is w × h × c, the
reshape function R recasts F as R(F ) with the dimension
of wh× c. The affinity matrix A is defined as:

A(F ) = σ(R(F )⊗ RT (F )), (4)

where σ(·) is the softmax operation, ⊗ is the matrix mul-
tiplication and T is the transpose operator. The distillation
loss of affinity space is defined as the following,

LA =
1

N

N∑
i=1

||A(F i
sr)−A(F i

de)||1, (5)

The final distillation loss Ldistill is expressed as:

Ldistill = LO + γLA. (6)

where γ is an adjustment parameter. Note that, Ldistill

should be imposed on the training of the student, but not
the teacher, which are determined by the errors comparison
between edsr and ede.



Figure 3. The proposed SPNet. We fuse FN
sr and FN

de by our pro-
posed uncertainty-induced attention fusion module.

3.3. Structure Prediction

The goal of SPNet is to predict a structure map S from
the last feature maps FN

sr and FN
de generated by DSRNet

and DENet respectively. Through the supervision with the
groundtruth structure map Sgt

2, SPNet can provide extra
structure regularization to help both DSRNet and DENet
learn more informative structure representations to alleviate
the problem of RGB-D structure inconsistency. As shown in
Figure 3, SPNet consists of a fusion module and a structure
CNN, where the latter is a lightweight network with five
stacked ‘Conv+ReLU’ layers and a last ’Conv’ layer.

Usually, the erroneous recovery of DSR and DE tasks oc-
curs in the regions around depth boundaries and fine struc-
tures in a depth map, which are subject to higher recovery
uncertainty. Therefore, instead of simply concatenating FN

sr

and FN
de and sending into the structure CNN, we design an

uncertainty-induced attention fusion module to strengthen
these informative structure features by attending the recov-
ery uncertainty to the feature map. Thus, we first compute
the uncertainty maps Usr and Ude of both networks by acti-
vating the recovery errors:

Usr = σ(Conv1×1(Dsr −Dhr)) (7)

Ude = σ(Conv1×1(Dde −Dhr)) (8)

where Conv1×1 is the 1× 1 convolution to adjust the chan-
nels. Then, we use the uncertainty maps to re-weight FN

sr ,
FN
de and fuse them through an attention module:

Fstruc = [FN
sr ∗ (1 + Usr), F

N
de ∗ (1 + Ude)] (9)

where Fstruc is the fused features for structure prediction.
[·] denotes concatenation operation and ∗ is element-wise
multiplication. Note that, through back-propagating the net-
work gradients from SPNet in the backward information
flow, the parameters of DSRNet and DENet can be updated.

2Sgt is obtained by computing the difference between adjacent pixels
(gradients) in DHR. Following [30], we calculate it by a convolution layer
with a fixed kernel to extract the high-frequency parts from DHR.

Algorithm 1 Training Details
Input: Training data Dlr, Dhr, I , Sgt

1: —————- Step 1 —————-
2: Randomly initialize DSRNet and DENet
3: for i = 1; i ≤ 100 do
4: Train DSRNet and DENet with LDSR and LDE ,

respectively
5: —————- Step 2 —————-
6: Randomly initialize SPNet
7: for i = 101; i ≤ max epoch do
8: Compute the average error value edsr and ede ac-

cording to Eq.(1) and Eq.(2)
9: if edsr ≤ ede then

10: Fix DSRNet and update DENet with
11: L = LDE + ρ1Lstruc + ρ2Ldistill

12: else
13: Fix DENet and update DSRNet with
14: L = LDSR + ρ1Lstruc + ρ2Ldistill

Output: Dsr

3.4. Training Algorithm

The training process of our framework can be divided
into two steps, as presented in Algorithm 1. First, we sepa-
rately train DSRNet and DENet with the groundtruth Dhr.
The losses are defined as follows:

LDSR = ||Dsr −Dhr||1, (10)

LDE = λ
1− SSIM(Dde, Dhr)

2
+(1−λ)||Dde−Dhr||1,

(11)
where LDSR is a common pixel-wise L1 loss for the task of
DSR. Following [10], LDE is set as a combination of the re-
construction loss (L1 loss) and structural similarity (SSIM).
λ is an adjustment parameter.

Then, we introduce the cross-task distillation between
both networks with the loss Ldistill in Eq. (6). At the same
time, we randomly initialize SPNet, and train it together
with DSRNet and DENet. The loss for SPNet is defined as:

Lstruc = ||G(Fstruc)− Sgt||1, (12)

where G(·) denotes SPNet, Fstruc is the fused structure fea-
ture in Eq.(9) and Sgt is the ground truth of the structure. If
DSRNet is chosen as the student, the parameters of DENet
are fixed at the current epoch, and DSRNet is updated with
the following loss:

L = LDSR + ρ1Lstruc + ρ2Ldistill, (13)

where ρ1, ρ2 are the trade-off parameters. Otherwise, D-
SRNet is fixed, and DENet is updated with the loss L by
replacing LDSR with LDE .



Table 1. Quantitative DSR results (in MAD) on Middlebury 2005 dataset. ‘DSRNet w/o CT’ and ‘DSRNet’ denote the results of the
proposed method without and with cross-task interaction scheme, respectively.

Art Books Dolls Laundry Moebius Reindeer

×2 ×4 ×8 ×16 ×2 ×4 ×8 ×16 ×2 ×4 ×8 ×16 ×2 ×4 ×8 ×16 ×2 ×4 ×8 ×16 ×2 ×4 ×8 ×16

Bicubic 0.48 0.97 1.85 3.59 0.13 0.29 0.59 1.15 0.20 0.36 0.66 1.18 0.28 0.54 1.04 1.95 0.13 0.30 0.59 1.13 0.30 0.55 0.99 1.88

DJF [26] 0.12 0.40 1.07 2.78 0.05 0.16 0.45 1.00 0.06 0.20 0.49 0.99 0.07 0.28 0.71 1.67 0.06 0.18 0.46 1.02 0.07 0.23 0.60 1.36

MSG [18] - 0.46 0.76 1.53 - 0.15 0.41 0.76 - 0.25 0.51 0.87 - 0.30 0.46 1.12 - 0.21 0.43 0.76 - 0.31 0.52 0.99

DGDIE [11] 0.20 0.48 1.20 2.44 0.14 0.30 0.58 1.02 0.16 0.34 0.63 0.93 0.15 0.35 0.86 1.56 0.14 0.28 0.58 0.98 0.16 0.35 0.73 1.29

DEIN [48] 0.23 0.40 0.64 1.34 0.12 0.22 0.37 0.78 0.12 0.22 0.38 0.73 0.13 0.23 0.36 0.81 0.11 0.20 0.35 0.73 0.15 0.26 0.40 0.80

CCFN [41] - 0.43 0.72 1.50 - 0.17 0.36 0.69 - 0.25 0.46 0.75 - 0.24 0.41 0.71 - 0.23 0.39 0.73 - 0.29 0.46 0.95

GSRPT [4] 0.22 0.48 0.74 1.48 0.11 0.21 0.38 0.76 0.13 0.28 0.48 0.79 0.12 0.33 0.56 1.24 0.12 0.24 0.49 0.80 0.14 0.31 0.61 1.07

DSRN [40] 0.12 0.25 0.61 1.80 0.04 0.11 0.28 0.69 0.06 0.14 0.33 0.73 0.06 0.15 0.43 1.24 0.05 0.13 0.29 0.67 0.07 0.15 0.35 0.92

DSRNet w/o CT 0.16 0.31 0.59 1.55 0.10 0.15 0.31 0.73 0.12 0.21 0.39 0.69 0.12 0.21 0.40 0.82 0.11 0.16 0.32 0.74 0.13 0.22 0.38 0.87

DSRNet 0.11 0.25 0.53 1.44 0.05 0.11 0.26 0.67 0.07 0.16 0.36 0.65 0.06 0.16 0.36 0.76 0.07 0.13 0.27 0.69 0.08 0.17 0.35 0.77

Figure 4. Visual comparison of ×8 DSR results on Art and Dolls in Middlebury: (a) Groundtruth depth maps, (b) LR patches, results from
(c) Bicubic, (d) DJF [26], (e) DGDIE [11], (f) DEIN [48], (g) GSRPT [4], (h) DSRN [40], (i) Ours, and (j) Groundtruth.

4. Experiments
We conduct experiments on four datasets, i.e., Middle-

bury [17], MPI Sintel [3], NYUv2 [34] and ToFMark [5].
First, following MSG [18], we use 34 RGB-D images from
Middlebury dataset [17] and 58 RGB-D images from MPI
Sintel dataset [3] as training data. To evaluate our perfor-
mance, we test on Middlebury 2005 (6 standard RGB-D im-
ages: Art, Books, Moebius, Dolls, Laundry and Reindeer).
We also evaluate the generalization performance on ToF-
Mark dataset (3 real-world depth maps captured by Time of
Flight (ToF) sensor). Another training and testing dataset
is NYU v2 dataset captured by Kinect sensor. Following
the widely used data splitting manner, we use the first 1000
RGB-D images for training and the rest 449 RGB-D images
for evaluation. For both experiment settings, we random-
ly extract 10000+ patches of fixed size of 256×256 from
HR depth maps and downsample HR depth maps by bicu-
bic interpolation to get LR inputs. We augment the training
data by 180◦ rotation. We choose Mean Absolute Differ-
ence (MAD) and Root Mean Square Error (RMSE) as the
evaluation metrics. Lower MAD and RMSE values indicate
higher recovery quality.

During training, we set the number of DBPN and Resid-
ual blocks as N = 5. We set the trade-off parameters as
γ = 0.5, λ = 0.2, ρ1 = 0.1 and ρ2 = 0.1. For optimiza-
tion, we use the Adam optimization algorithm with momen-
tum = 0.9, β1 = 0.9, β2 = 0.99 and ε = 10−8 to train our
models. The initial learning rate is set to 1e-3 and decreased
by multipling by 0.1 for every 50 epochs. We implemented
our method using PyTorch with one RTX 2080Ti GPU.

4.1. Comparison with State-of-The-Art

Middlebury Dataset. We compare our method with
state-of-the-art (SOTA) DSR methods on Middlebury un-
der four different up-scaling factors (×2,×4,×8 and×16).
All the compared methods and ours are deep learning based
methods, which are trained and tested under the same con-
ditions for fair comparison. Table 1 summarizes the quanti-
tative results on the Middlebury dataset. ‘DSRNet w/o CT’
and ‘DSRNet’ denote the results of the proposed method
without and with cross-task interaction scheme, respective-
ly. Benefiting from the backbone of DBPN network, the
performance of ‘DSRNet w/o CT’ goes beyond most of the
previous methods, but slightly inferior to the recent SOTA



Figure 5. Visual comparison of ×16 DSR results on NYU v2 dataset. (a) LR depth maps; Results from (b) DJF [26], (c) DJFR [27], (d)
P2P [19], (e) GbFT [1], (f) Ours, and (g) Groundtruth.

Figure 6. Visualization on Shark in ToFMark dataset. (a)
Groundtruth patches, Results from (b) DGDIE[11], (c)GSRPT[4],
(d) DSRN[40], and (e) Ours.

methods, e.g., DSRN. When training together with DENet
assisted by cross-task interaction, the performance of our
DSRNet steps further compared to ‘DSRNet w/o CT’, and
is comparable to DSRN, even better than it on at least half
of the cases. Note that, different from these color-guided
methods, we stand on single DSR without the help of color
image in testing phase, but achieves satisfactory results on
both accuracy and runtime (evaluated later in this section).
The ×8 DSR results are visually shown in Figure 4. For
the structural details, e.g., the stick and the teapot handle
in Art, and the toy’s contour in Dolls, we clearly recover
these regions without introducing the texture copying arti-
facts thanks to our structure prediction network (SPNet).

NYU Dataset. We further evaluate our method on NYU-
v2 dataset compared with other SOTA methods in Table 2.
Our method performs the best on all the cases with differen-
t up-scaling factors. Figure 5 presents visual comparisons
under the ×16 DSR case. Observing from the recovered
depth maps and enlarged patches, our method achieves the
clearest results and preserves the sharpest and correct object
contours, which demonstrates our effectiveness to learn the
information of scene structure guidance from color image.

ToFMark Dataset. We evaluate the generalization abil-
ity of our method on ToFMark dataset. Following DGDIE

Table 2. Quantitative DSR results (in RMSE) on NYUv2 dataset.
DJF [26] DJFR [27] DGDIE [11] GbFT [1] P2P [19] PAC [36] DKN [21] Ours

×4 3.54 3.38 1.56 3.35 4.12 2.39 1.62 1.49
×8 6.20 5.86 2.99 5.73 6.48 4.59 3.26 2.73
×16 10.21 10.11 5.24 9.01 10.17 8.09 6.51 5.11

Table 3. Quantitative DSR results (in MAD) on ToFMark dataset.

MSG [18] DEIN[48] DGDIE [11] GSRPT [4] DSRN [40] Ours

Books 12.26 12.78 12.31 13.21 11.15 11.03
Shark 14.11 15.11 14.06 15.03 13.26 13.08
Devil 12.45 14.25 9.66 12.27 9.54 9.33

[11], we fill the missing points in depth maps and down-
sample them by ×2 downsampling factors, then send them
to the ×2 model trained on Middlebury dataset to acquire
the generalization results. As shown in Table 3, our method
obtains the best objective generalization results for all three
test examples. Figure 6 shows the visual comparison on
Shark. Our method has higher visual quality and less blur
than others, especially at the boundary regions.

Runtime. In Figure 8, we summarize the overall per-
formance by the tradeoff between accuracy and runtime.
We measure the runtime for ×8 DSR to their full resolu-
tion (about 1080×1320) on Middlebury dataset. The color-
guided methods i.e., JGF [29] MSG [18], and DSRN [40],
run slower than ours due to the usage of HR color images
in testing phase. MS is the single DSR version of MSG, but
still inferior to ours for both accuracy and speed. Owing to
the cross-task interaction, we achieve satisfactory recovered
results with minimum inference time.

4.2. Ablation Study

In this section, we further verify the key designs of our
cross-task interaction, i.e., cross-task distillation and struc-
ture prediction task by ablation study.

We report the ×8 DSR results on Middlebury and NYU-
v2 dataset under different experimental settings, as shown



Figure 7. Visual analysis of the fusion process. (a) RGB-D pairs, Output features from (b) DSRNet and (c) DENet, Re-weighted features
(d) and (e) corresponding to (b) and (c), respectively, (f) Fused features, (h) Predicted structure map; (i) Groundtruth structure map.

Figure 8. Runtime and performance analysis.

Table 4. The impact of each component in cross-task distillation.

DSRNet DENet LO LA SPNet Middlebury NYUv2

X 0.398 3.13

X 0.419 3.26

X X X 0.377 2.88

X X X 0.384 2.93

X X X X 0.372 2.85

X X X X X 0.356 2.75

Figure 9. Visualization of recovery errors variation in DSRNet at
different distillation stage. (a) LR depth and HR RGB patches;
(b) Error maps w/o cross-task distillation; Error maps with cross-
task distillation after (c) 140th and (d) 180th training epoches; (e)
Error maps with cross-task distillation and structure prediction.

in Table 4. The 1st and 2nd rows are the objective result-
s of initial DSRNet and DENet trained separately without
cross-task interaction scheme. DENet performs relative-
ly inferior to DSRNet, because estimating depth map from
only color image is more difficult than from the degraded
LR version. Next, LS and LA distill knowledge from out-
put space and affinity space respectively. When gradually

Table 5. Ablation study of uncertainty-induced attention fusion
module (abbreviated as U) on ×8 DSR cases. The numerical re-
sults represent the MADs computed between S and Sgt.

Art Books Dolls Laundry Moebius Reindeer

SPNet w/o U 1.403 2.292 1.730 1.846 1.379 1.565

SPNet w/ U 1.386 2.259 1.715 1.821 1.349 1.552

integrating each loss into the baseline, it brings a progres-
sive performance improvement (6.5% and 8.9% increase on
Middlebury and NYU respectively), which verifies the ef-
fectiveness of cross-task distillation strategy is remarkable.
Besides, we also visualize the error maps between recov-
ered depth map and groundtruth to validate the process of
our iterative collaborative training in Figure 9. As the e-
poch goes, the recovery errors for both DSRNet and DENet
are decreased at the boundary regions. Finally, after intro-
ducing the SPNet (the final case in Table 4 ), the values of
both error metrics are further decreased (4.3% error reduc-
tion against the previous case). Figure 9(e) also validates
this from visual performance.

Besides, we conduct ablation study to evaluate the effec-
tiveness of our uncertainty-induced attention fusion module
as presented in Table 5. Compared to simply concatenat-
ing features in channel dimension and sending into SPNet
(SPNet w/o U), our proposed fusion module can offer sig-
nificant assistance for SPNet to predict the structure map.
We also visualize the feature maps in the fusion process in
Figure 7. The object boundaries, e.g., the regions around
the toy head and the strip behind, are obviously highlighted
by the uncertainty map, which facilitate the final structure
perception of SPNet.

5. Conclusion

For the first time, we explored to learn the cross-modal
knowledge from both RGB and depth modalities at training
stage, but test on only single depth modality. A cross-task
interaction module is advanced to realize bilateral knowl-
edge transfer between DSRNet and the auxiliary DENet in
a well-designed collaborative training mode. Experiments
show our method’s superior performance for both accuracy
and runtime. In the future work, we may extend our cross-
task interaction to more guided image restoration tasks.
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Rüther, and Horst Bischof. Image guided depth upsampling
using anisotropic total generalized variation. In Proc. ICCV,
2013.

[6] Yukang Gan, Xiangyu Xu, Wenxiu Sun, and Liang Lin.
Monocular depth estimation with affinity, vertical pooling,
and label enhancement. In European Conference on Com-
puter Vision (ECCV), 2018.

[7] Nuno C. Garcia, Pietro Morerio, and Vittorio Murino.
Modality distillation with multiple stream networks for ac-
tion recognition. In Computer Vision ECCV 15th European
Conference, volume 11212, pages 106–121, 2018.

[8] Ravi Garg, B. G. Vijay Kumar, Gustavo Carneiro, and Ian D.
Reid. Unsupervised CNN for single view depth estimation:
Geometry to the rescue. In Computer Vision ECCV 14th Eu-
ropean Conference, volume 9912, pages 740–756, 2016.

[9] Andreas Geiger, Julius Ziegler, and Christoph Stiller. Stere-
oscan: Dense 3d reconstruction in real-time. In IEEE Intel-
ligent Vehicles Symposium (IV), pages 963–968, 2011.

[10] Clément Godard, Oisin Mac Aodha, and Gabriel J. Bros-
tow. Unsupervised monocular depth estimation with left-
right consistency. In IEEE Conference on Computer Vision
and Pattern Recognition, CVPR, pages 6602–6611, 2017.

[11] Shuhang Gu, Wangmeng Zuo, Shi Guo, Yunjin Chen,
Chongyu Chen, and Lei Zhang. Learning dynamic guid-
ance for depth image enhancement. In IEEE Conference
on Computer Vision and Pattern Recognition, CVPR, pages
712–721, 2017.

[12] Chunle Guo, Chongyi Li, Jichang Guo, Runmin Cong,
Huazhu Fu, and Ping Han. Hierarchical features driven resid-
ual learning for depth map super-resolution. IEEE Trans.
Image Processing, 28(5):2545–2557, 2019.

[13] Xiaoyang Guo, Hongsheng Li, Shuai Yi, Jimmy S. J. Ren,
and Xiaogang Wang. Learning monocular depth by distilling
cross-domain stereo networks. In Computer Vision ECCV
15th European Conference, volume 11215, pages 506–523,
2018.

[14] Muhammad Haris, Gregory Shakhnarovich, and Norimichi
Ukita. Deep back-projection networks for super-resolution.
In IEEE Conference on Computer Vision and Pattern Recog-
nition, CVPR, pages 1664–1673, 2018.

[15] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun.
Deep residual learning for image recognition. In IEEE Con-
ference on Computer Vision and Pattern Recognition, CVPR,
pages 770–778, 2016.

[16] Geoffrey E. Hinton, Oriol Vinyals, and Jeffrey Dean. Dis-
tilling the knowledge in a neural network. CoRR, ab-
s/1503.02531, 2015.

[17] Heiko Hirschmüller and Daniel Scharstein. Evaluation of
cost functions for stereo matching. In IEEE Computer Soci-
ety Conference on Computer Vision and Pattern Recognition
CVPR, 2007.

[18] Tak-Wai Hui, Chen Change Loy, and Xiaoou Tang. Depth
map super-resolution by deep multi-scale guidance. In Com-
puter Vision ECCV 14th European Conference, pages 353–
369, 2016.

[19] Phillip Isola, Jun-Yan Zhu, Tinghui Zhou, and Alexei A. E-
fros. Image-to-image translation with conditional adversarial
networks. In IEEE Conference on Computer Vision and Pat-
tern Recognition, CVPR, pages 5967–5976, 2017.

[20] Christian Kerl, Jürgen Sturm, and Daniel Cremers. Dense
visual SLAM for RGB-D cameras. In IEEE/RSJ Interna-
tional Conference on Intelligent Robots and Systems, pages
2100–2106, 2013.

[21] Beomjun Kim, Jean Ponce, and Bumsub Ham. Deformable
kernel networks for guided depth map upsampling. CoRR,
abs/1903.11286, 2019.

[22] Jogendra Nath Kundu, Nishank Lakkakula, and
Venkatesh Babu Radhakrishnan. Um-adapt: Unsuper-
vised multi-task adaptation using adversarial cross-task
distillation. In IEEE International Conference on Computer
Vision, ICCV, pages 1436–1445, 2019.

[23] Jogendra Nath Kundu, Phani Krishna Uppala, Anuj Pahuja,
and R. Venkatesh Babu. Adadepth: Unsupervised content
congruent adaptation for depth estimation. In IEEE Confer-
ence on Computer Vision and Pattern Recognition, CVPR,
pages 2656–2665, 2018.

[24] Iro Laina, Christian Rupprecht, Vasileios Belagiannis, Fed-
erico Tombari, and Nassir Navab. Deeper depth prediction
with fully convolutional residual networks. In Fourth Inter-
national Conference on 3D Vision, 3DV 2016, pages 239–
248, 2016.

[25] Jun Li, Can Yuce, Reinhard Klein, and Angela Yao. A
two-streamed network for estimating fine-scaled depth map-
s from single RGB images. Comput. Vis. Image Underst.,
186:25–36, 2019.

[26] Yijun Li, Jia-Bin Huang, Narendra Ahuja, and Ming-Hsuan
Yang. Deep joint image filtering. In Computer Vision - ECCV
- 14th European Conference, pages 154–169, 2016.

[27] Yijun Li, Jia-Bin Huang, Narendra Ahuja, and Ming-Hsuan
Yang. Joint image filtering with deep convolutional network-
s. IEEE Trans. Pattern Anal. Mach. Intell., 41(8):1909–1923,
2019.

[28] Yanghao Li, Naiyan Wang, Jiaying Liu, and Xiaodi Hou.
Demystifying neural style transfer. In Proceedings of the
Twenty-Sixth International Joint Conference on Artificial In-
telligence, IJCAI, Melbourne, pages 2230–2236, 2017.

[29] Ming-Yu Liu, Oncel Tuzel, and Yuichi Taguchi. Join-
t geodesic upsampling of depth images. In IEEE Conference



on Computer Vision and Pattern Recognition, CVPR, pages
169–176, 2013.

[30] Cheng Ma, Yongming Rao, Yean Cheng, Ce Chen, Jiwen
Lu, and Jie Zhou. Structure-preserving super resolution with
gradient guidance. In IEEE Conference on Computer Vision
and Pattern Recognition, CVPR, pages 7766–7775, 2020.

[31] Jinshan Pan, Jiangxin Dong, Jimmy S. J. Ren, Liang Lin,
Jinhui Tang, and Ming-Hsuan Yang. Spatially variant linear
representation models for joint filtering. In IEEE Conference
on Computer Vision and Pattern Recognition, CVPR, pages
1702–1711, 2019.

[32] Gernot Riegler, Matthias Rüther, and Horst Bischof. Atgv-
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