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Abstract In this paper, the constrained min-max-min problem, which is an essen-
tially nonsmooth and nonconvex problem, is considered. Based on a twice aggregate
function with a modification, an aggregate deformation homotopy method is estab-
lished. Under some suitable assumptions, a smooth path from a randomly given point
to a solution of the generalized KKT system is proven to exist. By numerically tracing
the smooth path, a globally convergent algorithm for some solution of the problem is
given. Some numerical results are given to show the feasibility of the method.

Keywords Nonsmooth optimization · Min-max-min problem · Aggregate function ·
Homotopy method

1 Introduction

Consider the constrained min-max-min problem (CM3P):

min
x∈Rn

{
f (x) = max

1≤i≤m
min

1≤j≤li
{fij (x)}

}
,

s.t. g(x) = max
1≤i≤k

min
1≤j≤pi

{gij (x)} ≤ 0,
(1.1)

where fij , gij ∈ Cr (r > 2).
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The CM3P is a typical problem that appears in various fields like engineering de-
sign, circuit design, heat exchange, data mining and etc. (see [3, 17, 30, 31, 35, 36,
39, 40] for examples). Despite its wide applications, the literature on implementable
and convenient algorithms for solving it is little because the max-min functions f (x)

and g(x) are nonconvex and nonsmooth even if fij and gij are all linear functions.
In [7], quasi-differentiability of a max-min function was discussed, and a first or-
der necessary condition in terms of quasi-differential for optimization problems with
nonsmooth max-min functions was given, however, it is not convenient to use general
quasi-differential theory to construct practical algorithms. It’s preferable to utilize its
special structure to construct effective algorithms.

A simple and direct idea is to decompose a CM3P into a collection of optimiza-
tion problems with smooth inequality constraints and the solution of the CM3P can
be obtained by solving all subproblems in the collection. However, the collection of
the CM3P may be very large that makes the direct method exorbitantly expensive.
Moreover, the feasible set of some subproblems may be empty and thus the direct
method may not work (see [17]). In [40], S. Scholtes extended the SQP method to
combinatorial nonlinear programming and applied it to nonlinear programming prob-
lems with max-min inequality constraints, where an active set strategy was given for
the subproblem that can be seen as an improvement of this idea.

In [17], based on the fact that a set of real numbers contains a non-positive ele-
ment if and only if its convex hull contains a non-positive element, C. Kirjner-Neto
and E. Polak presented a transcription of the problem into a single smooth inequal-
ity constrained nonlinear programming problem. This method is convenient to utilize
existing algorithms and softwares for standard optimization problems, however, be-
cause some auxiliary variables were introduced, the computation will be performed
in highly dimensional spaces and hence is not efficient when m, k, pi , li in (1.1) are
big. Moreover, the correspondence between the minimizers of the original problem
and the transformed problem need some assumptions. In [20], S.J. Li et al. proved
the equivalence of the transformed standard nonlinear programming problem with
the original problem under weaker assumptions.

Since Karmarkar published his famous paper [16], the interior point algorithm
started from 1950’s has been well studied and it has become a kind of very efficient
algorithm for solving linear programming, nonlinear programming, semi-definite
programming (SDP) and some other related problems. For linear programming and
smooth convex nonlinear programming, many good theoretical results as well as ex-
cellent implementable techniques for interior point algorithms are presented, how-
ever, only a few results on interior point methods or homotopy methods are given for
nonconvex and/or nonsmooth optimization problems.

In [9, 10], a combined homotopy interior point method (CHIP) for nonconvex
programming with some inequality constraints was given. Under a so-called normal
cone condition as well as some commonly used constraint qualification conditions,
the existence and convergence of a smooth interior path, which is trivial for linear
programming and convex programming, from a randomly given interior point to a
solution of the KKT system, was proven. In [26], the combined homotopy method
for nonconvex programming problem with both inequality constraints and equality
constrains was given. In [29, 53], weaker versions of the normal cone condition were
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given, under which existence and convergence of smooth interior paths were also
proven.

In [44], a different globally convergent homotopy method for nonconvex program-
ming was presented by L.T. Watson. Under some conditions, a smooth curve emanat-
ing from a randomly initial point was proven to exist. Under some extra assumptions
on the smooth curve, it was proven that the curve can approach to a KKT solution
point of the original problem. Based on the idea by L.T. Watson and the existing
combined homtopy idea, a new constraint shifting homotopy method for smooth non-
convex problems with inequality constraints was given by Y.F. Shang and B. Yu in
[41]. By constructing some auxiliary constraint shifting functions, the existence and
convergence of a smooth homotopy path, from an arbitrarily initial point to a solu-
tion of the KKT system, was proven only if the auxiliary constraint shifting functions
satisfying some suitable conditions. The new constraint shifting homotopy method
is better than the original CHIP. It’s feasible for almost all initial point. Moreover,
the normal cone condition of the original feasible set, that is essential for the origi-
nal CHIP, is relaxed to that of the initial deforming feasible set. If choosing suitable
constraint shifting functions such that the initial deforming feasible set is convex, the
normal cone condition of the initial deforming feasible set holds naturally.

Some more general deformation ideas were discussed in [5, 13–15, 18] and etc.
In [15], a deformation strategy was discussed by H.Th. Jongen and et al. for standard
nonlinear programming problem in the sense that Lagrange multipliers corresponding
to active inequality constraints were allowed to be negative. Respectively, a contin-
uous deformation based on the notion of Kojima’s strong stability was discussed by
M. Kojima et al. in [18]. In spite of the difference, both of them were embedding the
original problem into a parameterized one and focused on the discussion of the prop-
erties of the parameterized problem. In [5, 13, 14] and etc., J. Guddat et al. did much
work on the idea. They constructed some detailed deformations such that the origi-
nal problem can be deformed from a simple problem with an easy obtained solution,
such as a problem with a quadratic convex objective function and a convex ball con-
straint. By some path-following strategies in parameterized optimization with jumps,
they proved that a generalized critical point of the original problem can be traced.
However, the focus of them is not on constructing effective deformation to determine
a smooth path convenient to trace but on analyzing the possible singularities of the
path determined by a given deformation. As a result, the strategy sometimes is diffi-
cult to numerically implement. In the worst case all connected components must be
found, but the problem determining the connected components number is still open
to solve.

Aggregate function approximation is an attractive smoothing technique for max-
type nonsmooth optimization problems. It was derived based on the Jaynes’ max-
imum entropy principles by X.S. Li in [21] and was sometimes referred to as an
exponential penalty item (see [19]). Because of its good approximation property to
the max-function, it was used extensively for many problems such as the nonlinear
programming problem [21, 22, 51], the non-smooth min-max problem [23, 24, 36,
48], variational inequalities [27], generalized complementarity problems [8, 34, 37],
mathematical programm with equilibrium constraints (MPEC) [4] etc.

In [36], based on the aggregate function, an adaptive smoothing method was
given for the finite min-max problems. In [35], a similar adaptive smoothing strategy
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was given for an unconstrained min-max-min problem with the aggregate function
smoothing the inner min-function.

In [51], an aggregate homotopy method for a non-convex programming problem
with inequality constraints was presented by utilizing the aggregate function smooth-
ing the unified single max-type inequality constraint. In [27, 28, 52], the method was
extended to the constrained sequential max-min problems, where the CM3P in this
paper was seen as a special case and considered. In the papers, a first-order necessary
optimality condition of the CM3P based on Clarke’s subdifferential was first analyzed
and a generalized KKT system was established. By constructing the following twice
aggregate function and its modified version,

f (x,μ) = μ ln
m∑

i=1

(
li∑

j=1

exp

(
−fij (x)

μ

))−1

, (1.2)

g(x,μ) = μ ln
k∑

i=1

pi

(
pi∑

j=1

exp

(
−gij (x)

μ

))−1

, (1.3)

for smoothing f (x) and g(x) in (1.1) respectively, the generalized KKT system of
the CM3P can be embedded into the following aggregate homotopy equation,

H(ω,ω0,μ) ≡
(

(1 − μ)(∇xf (x,μ) + y∇xg(x, θμ)) + μ(x − x0)

yg(x, θμ) − μy0g(x0, θ)

)
= 0, (1.4)

where ω = (x, y) ∈ Rn+1, ω0 = (x0, y0) ∈ �0 × R1++, ∇xf (x,μ) and ∇xg(x, θμ)

are the gradients of f (x,μ) and g(x, θμ) with respect to x, and θ ∈ (0,1] is given
in advance. Under some conditions, the existence and convergence of a smooth inte-
rior path approaching to a generalized KKT point of the problem was proven. Com-
pared to the existing methods for nonsmooth problems with max-min functions, the
aggregate homotopy method doesn’t require any auxiliary variables or solving any
subproblems and is globally convergent. However, the method is deficient in that it
requires a restrictive weak normal cone condition of the feasible set and the initial
point must be in the interior of a closed subset of the feasible set.

In this paper, we try to establish a new aggregate deformation homotopy method
for the CM3P. To obtain this, we first construct a detailed deformation by giving some
modifications on the twice aggregate function defined as (1.2) and (1.3), and adding
an extra ball constraint to guarantee �(1) convex and �(t) bounded during the de-
formation. With this detailed constraint shifting deformation strategy, the generalized
KKT system of the CM3P can be embedded into an aggregate deformation homo-
topy equation. Under an extension of the enlarged MFCQ condition in [14], which is
only on the original feasible set and unrelated to the constraint shifting functions, the
regularity during deformation can be proven to be satisfied. As a result, the existence
and convergence of a smooth regular path, starting from a randomly initial point and
approaching to a generalized KKT solution of the CM3P, is proven. Under some extra
conditions, it’s proven the obtained solution point is not a local maximum solution
point.
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The paper is organized as follows. In Sect. 2, some necessary preliminaries are
given. Section 3 introduces the aggregate deformation homotopy method with a de-
tailed predictor-corrector procedure tracing the homotopy solution curve. In Sect. 4,
the comparison results of the numerical examples are given. The conclusions with
some future work is given in the last section.

1.1 Notation

The following notations are used throughout the paper. We denote the feasible
set of (1.1) as � = {x ∈ Rn|max1≤i≤k min1≤j≤pi

{gij (x)} ≤ 0}, the strict feasible
set as �0 = {x ∈ Rn|max1≤i≤k min1≤j≤pi

{gij (x)} < 0}, the boundary of the con-
straint set as ∂� = � \ �0. fi(x) = min1≤j≤li {fij (x)}, gi(x) = min1≤j≤pi

{gij (x)},
g(x) = max1≤i≤k min1≤j≤pi

{gij (x)}, I (x) = {i ∈ {1,2, . . . ,m} : f (x) = fi(x)},
Ji(x) = {j ∈ {1,2, . . . , li} : fij (x) = fi(x)}, II (x) = {i ∈ {1,2, . . . , k} : g(x) =
gi(x)}, JJi(x) = {j ∈ {1,2, . . . , pi} : gi(x) = gij (x)}. Denote |I (x)| as the number
of I (x), |II (x)| as the number of II (x). ‖ · ‖ is the Euclidean norm of a vector. The
ball with center zero and radius p is denoted by Bp .

2 Preliminaries

We first recall the necessary optimality condition of the CM3P from [27] and [28].
Our method will focus on obtaining a solution point satisfying the optimality condi-
tion.

Lemma 2.1 Suppose that fij (x) (1 ≤ i ≤ m,1 ≤ j ≤ li ) and gij (x) (1 ≤ i ≤ k,1 ≤
j ≤ pi) are continuously differentiable functions, then f : Rn → R and g : Rn → R

are locally Lipschitz at x ∈ Rn and their subdifferential in the sense of Clarke can be
computed as follows,

∂f (x) ⊆
{ ∑

i∈I (x)

δi

∑
j∈Ji(x)

ηij∇fij (x) :
∑

i∈I (x)

δi = 1,
∑

j∈Ji(x)

ηij = 1, δi ≥ 0, ηij ≥ 0

}
,

∂g(x) ⊆
{ ∑

i∈II (x)

λi

∑
j∈JJi (x)

μij∇fij (x) :

∑
i∈I (x)

λi = 1,
∑

j∈Ji(x)

μij = 1, λi ≥ 0,μij ≥ 0

}
,

where

I (x) = {i ∈ {1,2, . . . ,m} : f (x) = fi(x)}},
Ji(x) = {j ∈ {1,2, . . . , li} : fi(x) = fij (x)};
II (x) = {i ∈ {1,2, . . . , k} : g(x) = gi(x)}},

JJi(x) = {j ∈ {1,2, . . . , pi} : gi(x) = gij (x)}.
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Definition 2.1 The CM3P is called to be regular at x ∈ ∂�, if ∇gij (x)

(i ∈ II (x), j ∈ JJi(x)) are positive independent, that is,
∑

i∈II (x)

αi

∑
j∈JJi(x)

βij∇gij (x) = 0, α ≥ 0, β ≥ 0 ⇒ α = 0, β = 0.

Theorem 2.1 Suppose fij (x) (1 ≤ i ≤ m, 1 ≤ j ≤ li ) and gij (x) (1 ≤ i ≤ k, 1 ≤ j ≤
pi) are continuously differential functions, x∗ is a local minimum of the CM3P and
the regularity holds at x∗. Then there exists a y∗ ≥ 0, δi ≥ 0, ηij ≥ 0, λi ≥ 0,μij ≥ 0,
such that

∑
i∈I (x∗)

δi

∑
j∈Ji(x

∗)
ηij∇fij (x

∗) + y
∑

i∈II (x∗)
λi

∑
j∈JJi(x

∗)
μij∇gij (x

∗) = 0,

yg(x∗) = 0, y ≥ 0, g(x∗) ≤ 0,

∑
i∈I (x∗)

δi = 1,
∑

j∈Ji (x
∗)

ηij = 1,
∑

i∈II (x∗)
λi = 1,

∑
j∈JJi(x

∗)
μij = 1

(2.1)

(2.1) is said a generalized KKT system of (1.1) and the point (x∗, y∗) satisfying (2.1)
is called a generalized KKT point.

We use the following twice aggregate function

f (x, t) = t ln

(
m∑

i=1

(
li∑

j=1

exp

(
−fij (x)

t

))−1)
(2.2)

and

g(x, t) = t ln

(
1

k

k∑
i=1

(
pi∑

j=1

exp

(
−gij (x)

t

))−1)
(2.3)

to give smooth approximations of f (x) and g(x). The two functions have good ap-
proximate properties listed in the following proposition. The proves are similar with
the proof in [27, 28] and omitted.

Proposition 2.1 If fij (x) and gij (x) are in Cr (r > 2), then

(1) f (x, t) is smooth with respect to t > 0 for all x ∈ Rn, and

f (x) − t ln
(

max
1≤i≤m

{li}
)

≤ f (x, t) ≤ f (x) + t lnm;

as t → 0, f (x, t) → f (x);
(2) g(x, t) is smooth with respect to t > 0 for all x ∈ Rn, and

g(x) − t ln
(
k max

1≤i≤k
{pi}

)
≤ g(x, t) ≤ g(x);

as t → 0, g(x, t) → g(x);
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(3) f (x, t) is r-time continuously differential with respect to x for all t > 0, and

∇xf (x, t) =
m∑

i=1

δi(x, t)

li∑
j=1

ηij (x, t)∇fij (x),

where

δi(x, t) =
(∑li

j=1 exp(−fij (x)

t
)
)−1

∑m
i=1

(∑li
j=1 exp(−fij (x)

t
)
)−1

, ηij (x, t) = exp(−fij (x)

t
)

∑li
j=1 exp(−fij (x)

t)
)
;

(4) g(x, t) is r-time continuously differential with respect to x for all t > 0, and

∇xg(x, t) =
k∑

i=1

λi(x, t)

pi∑
j=1

μij (x, t)∇gij (x),

where

λi(x, t) =
(∑pi

j=1 exp(− gij (x)

t
)
)−1

∑k
i=1

(∑pi

j=1 exp(− gij (x)

t
)
)−1

, μij (x, t) = exp(− gij (x)

t
)

∑pi

j=1 exp(− gij (x)

t
)
;

(5) For any 0 < t ≤ 1, x ∈ Rn, δi(x, t), ηij (x, t) defined in (3), λi(x, t) and μij (x, t)

defined in (4), we have

0 ≤ δi(x, t), ηij (x, t) ≤ 1,

m∑
i=1

δi(x, t) = 1,

li∑
j=1

ηij (x, t) = 1;

0 ≤ λi(x, t), μij (x, t) ≤ 1,

k∑
i=1

λi(x, t) = 1,

pi∑
j=1

μij (x, t) = 1;

(6) For any given x ∈ Rn, δi(x, t), ηij (x, t) defined in (3), λi(x, t) and μij (x, t)

defined in (4), we have as t → 0, δi(x, t) → 0, for i /∈ I (x), δi(x, t) → 1
|I (x)| ,

for i ∈ I (x); ηij (x, t) → 0 for j /∈ Ji(x), ηij (x, t) → 1
|Ji (x)| for j ∈ Ji(x).

λi(x, t) → 0, for i /∈ II (x); λi(x, t) → 1
|II (x)| , for i ∈ II (x); μij (x, t) → 0, for

j /∈ JJi(x), μij (x, t) → 1
|JJi (x)| for j ∈ JJi(x).

3 The aggregate deformation homotopy method and its convergence

In this section, we introduce the aggregate deformation homotopy method. For this,
we first give an assumption,

Assupmtion A1 �0 is nonempty and the solution set is bounded.
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In many interior point methods for nonlinear programming problem such as the
methods listed in [2, 50, 51], it’s essential to assume that the feasible set is bounded
or the iteration point sequences keep bounded. In [47], B. Yu et al. discussed the
convergence of the combined homotopy method in an unbounded feasible set. Under
an extra weak assumption that the problem has no solution at infinity, that is, for
any given x ∈ �, sequence {xk} ⊂ �, ‖xk‖ → +∞, there exists yk ≥ 0 such that
limk→+∞(x − xk)T (∇f (xk) + ∇g(xk)yk) < 0, a smooth interior point homotopy
path was proven to exist.

Assumption A1 is actually an alternative description of the assumption that the
problem has no solution at infinity in [47]. If the Assumption A1 holds, then there
exists a large enough constant p such that the ball Bp include all the solutions of �.

For a randomly given initial point x(0) ∈ Rn and x(0) ∈ B0
p , we define the fol-

lowing deforming function to give a smooth deformation of the original non-smooth
constraint,

g1(x, t) = (1 − t)β1gθ (x, t) − tβ2ρ ≤ 0,

g2(x, t) = xT x − p ≤ 0,
(3.1)

where gθ (x, t) = g(x, θt), g(·, ·) are defined as (2.3), θ ∈ (0,1] is a constant,
β1, β2, ρ > 0.

Denote �1(t) = {x|g1(x, t) ≤ 0}, �2(t) = {x|g2(x, t) ≤ 0}, �(t) = �1(t) ∩
�2(t), I (x, t) = {i ∈ {1,2} : gi(x, t) = 0}. Followed from the construction of g1(x, t)

and g2(x, t), it’s obvious that as t = 1, �(1) = Bp is a convex set and as t → 0,
�(t) → � ∩ Bp .

To solve (1.1), we embed the KKT system of the smoothing parameterized prob-
lem into the following homotopy equation H : Rn+2 × (0,1] → Rn+2,

Hω0(ω, t) =
⎛
⎜⎝

(1 − t)(∇xf (x, t) + y1∇xg1(x, t) + y2∇xg2(x, t)) + t (x − x0)

y1g1(x, t) − ty0
1g1(x

(0),1)

y2g2(x, t) − ty0
2g2(x

(0),1)

⎞
⎟⎠

= 0, (3.2)

where ω = (x, y), ω0 = (x0, y0) ∈ �0(1) × R2++, ∇xg1(x, t) = (1 − t)β1∇xgθ (x, t),
∇xgθ (x, t) and ∇xf (x, t) are defined as Proposition 2.1, ∇xg2(x, t) = 2x.

For a given ω0 ∈ �0(1) × R2++, we denote the zero-point set of H by H−1(0),
that is,

H−1(0) = {(ω, t) ∈ �(t) × R2+ × (0,1] : Hω0(ω, t) = 0}.
In the following, we will prove H−1(0) includes a smooth solution curve, which

starts from (ω0,1), and as t → 0, approaches to a point whose (x, y1) component is
a solution of (2.1).

3.1 Convergence

To establish the convergence of the new method, the following assumption is neces-
sary.
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Assupmtion A2 For each x ∈ Bp , there exists a ξ ∈ Rn such that

g(x) + ηT ξ < 0, g(x) ≥ 0;
xT ξ < 0, if xT x − p = 0,

holds for arbitrary η ∈ ∂g(x). From the Lemma 2.1,

η =
∑

i∈II (x)

λi

∑
j∈JJi (x)

μij∇gij (x),

where λi and μij satisfy λi ≥ 0 and
∑

i∈II (x) λi = 1, μij ≥ 0 and
∑

j∈JJi (x) μij = 1.

Assumption A2 is an extension of the Enlarged MFCQ in [13, 14]. By employing
Gordan’s theorem of the alternative, it can be rewritten into the following equivalent
form:

Assupmtion A2 ∗ For each x ∈ Bp ,
∑

i∈II (x)

αi

∑
j∈JJi(x)

βij∇gij (x) = 0, αi ≥ 0, βij ≥ 0 ⇒ α = 0, β = 0,

g(x) ≥ 0;
s1

∑
i∈II (x)

λi

∑
j∈JJi(x)

μij∇gij (x) + 2s2x = 0, si ≥ 0, i = 1,2 ⇒ s1 = s2 = 0,

if xT x − p = 0.

In the following, we prove the existence of the smooth path. We first give a lemma
to show the regularity holds during deformation.

Lemma 3.2 If the Assumption A2* holds, then there exists a θ ∈ (0,1], for arbitrary
t ∈ [0,1] and x ∈ ∂�(t),

∑
i∈I (x,t) si∇xgi(x, t) = 0 has no semipositive solution,

that is, ∑
i∈I (x,t)

si∇xgi(x, t) = 0, s = (s1, s2) ≥ 0 ⇒ s = 0.

Proof (1) Obviously, for any t ∈ [0,1], x ∈ �(t), such that g2(x, t) = xT x − p = 0,
we have ∇xg2(x, t) = 2x �= 0.

As t = 1, from �(1) = Bp , the conclusion is obvious. We only consider t ∈ [0,1).
(2) If g1(x, t) = 0, that is, I (x, t) = {1}, then the conclusion holds. Otherwise,

take a sequence θk → 0, tk ∈ [0,1], x(k) ∈ ∂�(tk) such that

g1(x
(k), tk) = (1 − tk)

β1g(x(k), θktk) − t
β2
k ρ = 0,

∇xg1(x
(k), tk) = (1 − tk)

β1

k∑
i=1

λi(x
(k), θktk)

pi∑
j=1

μij (x
(k), θktk)∇gij (x

(k)) = 0.

(3.3)
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From the boundedness of tk , x(k), λ(x(k), θktk) and μ(x(k), θktk), there must exist
convergent subsequences, still denoted as tk and x(k), λ(x(k), θktk) and μ(x(k), θktk),
such that tk → t and x(k) → x, λ(x(k), θktk) → λ∗ and μ(x(k), θktk) → μ∗. Moreover,
from the definition of λ(x(k), θktk) and μij (x

(k), θktk) in Proposition 2.1, we have
λ∗

i = 0, i /∈ II (x∗),μ∗
ij = 0, j /∈ JJi(x

∗). Take limits of the two equalities in (3.3),
we have

g1(x, t) = (1 − t)β1g(x) − tβ2ρ = 0 ⇒ g(x) = tβ2ρ

(1 − t)β1
≥ 0,

∇xg1(x, t) = (1 − t)β1
∑

i∈II (x)

λ∗
i

∑
j∈JJi (x)

μ∗
ij∇gij (x) = 0,

∑
i∈II (x)

λ∗
i = 1,

∑
j∈JJi (x)

μ∗
ij = 1,

which contradicts with the Assumption A2∗.
(3) If I (x, t) = {1,2}, the conclusion also holds. Otherwise, take sequences θk →

0, tk ∈ [0,1), x(k) ∈ ∂�(tk) such that tk → t , x(k) → x, and

g1(x
(k), tk) = (1 − tk)

β1g(x(k), θktk) − t
β2
k ρ = 0,

g2(x
(k), tk) = x(k)T x(k) − p = 0, (3.4)

sk
1∇xg1(x

(k), tk) + sk
2∇xg2(x

(k), tk) = 0

has a semipositive solution s(k) = (sk
1 , sk

2 ).

From the boundedness of sequences tk , x(k) and s(k), there must exist convergent
subsequences, still denote as tk , x(k) and s(k). Assume tk → t , x(k) → x and s(k) →
s �= 0, take limits of the three equalities in (3.4), we have

g1(x, t) = (1 − t)β1g(x) − tβ2ρ = 0 ⇒ g(x) = tβ2ρ

(1 − t)β1
≥ 0,

g2(x, t) = xT x − p = 0,

s1(1 − t)β1
∑

i∈II (x)

λ∗
i

∑
j∈JJi(x)

μ∗
ij∇gij (x) + 2s2x = 0, s = (s1, s2) �= 0,

it also leads to a contradiction with Assumption A2∗.
Conclude from (1), (2) and (3), the conclusion holds. �

Theorem 3.2 If fij (x) and gij (x) are three times continuously differentiable func-
tions, and Assumptions A1 and A2∗ hold, then the generalized KKT system (2.1) has
at least a solution. Furthermore, for almost all w(0) ∈ �0(1) × R2++, the zero-point
set H−1(0) of homotopy equation (3.2) includes a smooth curve , which starts from
(w(0),1) and terminates in or approaches to the hyperplane t = 0. Moreover, let
(x∗, y∗,0) be any limit point of  on the hyperplane at t = 0, then y∗

2 equals 0 and
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(x∗, y∗
1 ) is a solution of (2.1), that is, (x∗, y∗

1 ) satisfying the following equations,

∑
i∈I (x∗)

δ∗
i

∑
j∈Ji (x

∗)
η∗

ij∇fij (x
∗) + y∗

1

∑
i∈II (x∗)

λ∗
i

∑
j∈JJi(x

∗)
μ∗

ij∇gij (x
∗) = 0,

y∗
1g(x∗) = 0, y∗

1 ≥ 0, g(x∗) ≤ 0,

(3.5)

where δ∗ = (δ∗
1 , . . . , δ∗

m), η∗
i = (η∗

i1, . . . , η
∗
ili

), λ∗ = (λ∗
1, . . . , λ

∗
k), μ

∗
i = (μ∗

i1, . . . ,μ
∗
ipi

)

are accumulation points of δ(x, t), ηi(x, t) (i = 1, . . . ,m),λ(x, t),μi(x, t) (i =
1, . . . , k), satisfying δ∗

i = 0 (i /∈ I (x∗)), η∗
ij = 0 (j /∈ Ji(x

∗)), λ∗
i = 0 (i /∈ II (x∗)),

μ∗
ij = 0 (j /∈ JJi(x

∗)).

Proof Using the parameterized Sard theorem (see [1]), similar with the proof of
Lemma 2.1 in [10], we can prove for almost all w(0) ∈ �0(1) × R2++, 0 is a regu-
lar value of Hw(0) (·). By the inverse image theorem and Hw(0) (w(0),1) = 0, we know
H−1(0) includes a smooth solution curve  starting from (w(0),1). It will return to
(w(0),1), terminates in or approaches to the boundary of �(t) × R2+ × [0,1] or goes
to infinity.

Notice that

∂Hw(0) (w(0),1)

∂w
=

⎛
⎜⎜⎝

In 0 0

y1
∂g1(x

(0),t)
∂x

g1(x
(0),1) 0

y2
∂g2(x

(0),t)
∂x

0 g2(x
(0),1)

⎞
⎟⎟⎠ (3.6)

is nonsingular, so w(0) is not a multiple solution of Hw(0) (w,1) = 0, that is,  cannot
return to (w(0),1).

Let (x̄, ȳ, t̄ ) be any limit of  other than (x(0), y(0),1), the following cases are
possible:

(i) (x̄, ȳ, t̄ ) ∈ �(t̄) × R2+ × [0,1], ‖ȳ‖ → +∞;
(ii) (x̄, ȳ, t̄ ) ∈ �(1) × R2+ × {1}, ‖ȳ‖ < +∞;

(iii) (x̄, ȳ, t̄ ) ∈ ∂(�(t̄)) × R2++ × (0,1), ‖ȳ‖ < +∞;
(iv) (x̄, ȳ, t̄ ) ∈ �(t̄) × R2+ × (0,1), ‖ȳ‖ < +∞ and at least one component of ȳ

equals 0;
(v) (x̄, ȳ, t̄ ) ∈ �(0) × R2+ × {0}, ‖ȳ‖ < +∞.

Because the equation Hw(0) (w,1) = 0 has only one single solution (w(0),1) in
�(1) × R2+, case (ii) is impossible.

From the continuity of  and the second and third equalities of homotopy equation
(3.2), case (iii) and (iv) are impossible.

If case (i) holds, then there exists a sequence of points {(x(k), y(k), tk)}∞k=1 on 

such that tk → t̄ , x(k) → x̄ and ‖y(k)‖ → +∞ as k → +∞. From the second and
third equalities of the homotopy equation (3.2), we have

y
(k)
1 g1(x

(k), tk) = tky
(0)
1 g1(x

(0),1), y
(k)
2 g2(x

(k), tk) = tky
(0)
2 g2(x

(0),1). (3.7)
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Take the limits of the two equalities in (3.7), if t̄ ∈ (0,1], then ȳi → +∞ for
i ∈ I (x̄, t̄), 0 < ȳi < +∞ for i /∈ I (x̄, t̄); if t̄ = 0, then ȳi = 0 for i /∈ I (x̄, t̄). From
the first equality of (3.2), we have

(1 − tk)(∇xf (x(k), tk) + y
(k)
1 ∇g1(x

(k), tk) + y
(k)
2 ∇g2(x

(k), tk))

+ tk(x
(k) − x(0)) = 0. (3.8)

(1) If t̄=1, from �(1)=Bp , we know I (x̄, t̄)�={1}. Denote ỹ2= limk→∞ y
(k)
2 (1 − tk)

≥ 0, following cases are possible:

− if ỹ2 = ∞, divide the (3.8) by |y(k)
2 (1 − tk)| and take the limit, we will have

x̄ = 0 which contradicts with g2(x̄, t̄ ) = 0;
− if ỹ2 < ∞, taking the limit of (3.8), we have 2ỹ2x̄ + x̄ = x0. If ỹ2 = 0, then

x̄ = x0, it contradicts with g2(x
(0),1) < 0 and g2(x̄,1) = 0; if ỹ2 > 0, we have

x̄T (x0 − x̄) = 2ỹ2x̄
T x̄ > 0 which contradicts with the convexity of g2(x, t).

So, as k → ∞, it’s impossible to have ‖ y(k) ‖→ ∞ for the case of t̄ = 1.
(2) If t̄ ∈ (0,1), rewrite the first equality of homotopy equation (3.2) as follows

∇xf (x(k), tk)+yk
1∇xg1(x

(k), tk)+yk
2∇xg2(x

(k), tk)+ tk

1 − tk
(x(k) −x(0)) = 0. (3.9)

Divide (3.9) by ‖y(k)‖ and take the limit of it. Denote ỹ = limk→∞ y(k)

‖y(k)‖ ,

− if I (x̄, t̄) = {1}, then we have ỹ1 = 1, ỹ2 = 0 and ỹ1∇g1(x̄, t̄ ) = 0, it contra-
dicts with the conclusion of Lemma 3.2;

− if I (x̄, t̄) = {2}, then we have ỹ1 = 0, ỹ2 = 1 and ỹ2∇g2(x̄, t̄ ) = 2ỹ2x̄ = 0, so
x̄ = 0 which contracts with g2(x̄, t̄ ) = x̄T x̄ − p = 0;

− if I (x̄, t̄) = {1,2}, we have ỹ1 + ỹ2 = 1, ỹ1 > 0, ỹ2 > 0, and ỹ1∇g1(x̄, t̄) +
ỹ2∇g2(x̄, t̄ ) = 0, it also contracts with conclusion of Lemma 3.2.

(3) If t̄ = 0, from the definition of p, I (x̄, t̄) �= {2}. Divide the first equality of the
homotopy (3.2) by ‖y(k)(1 − tk)‖ and take the limit, from the boundedness of
λ and μi (i = 1, . . . , k), we have they have accumulation points λ∗,μ∗

i (i =
1, . . . , k) and satisfying λ∗

i = 0, i /∈ II (x),μ∗
ij = 0, j /∈ JJi(x

∗). As a result,

∑
i∈II (x̄)

λ∗
i

∑
j∈JJi (x̄)

μ∗
ij∇gij (x̄) = 0,

which contradicts with the Assumption A2∗.

Concluded from (1), (2) and (3), it’s impossible that case (i) holds. As a result, case
(v) is the only possible case. That is  must be with finite arclength and terminate in
or approach to the hyperplane at t = 0.

From I (x̄,0) �= {2} and the third equality of (3.2), we have ȳ2 = 0. From g(x̄) =
limk→+∞ g1(x

(k), tk) ≤ 0 and H(x̄, ȳ, t̄) = 0, we have if x̄ ∈ �0, ȳ1 = 0, else ȳ1 ≥ 0.
So we have ȳ1g(x̄) = 0. As a result, (x̄, ȳ1) satisfying (3.5) and is a solution of the
generalized KKT system (2.1). �
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Let s be the arclength of , we can parameterize  with respect to s. That is, there
exists continuously differentiable functions x(s), y(s), t (s) such that

H(x(s), y(s), t (s)) = 0,

‖(ẋ(s), ẏ(s), ṫ(s))‖ = 1,

x(0) = x(0), y(0) = y(0), t (0) = 1,

ṫ(0) < 0.

(3.10)

Differentiating the first equality of (3.10), we can obtain the following theorem.

Theorem 3.3 The homotopy path  is determined by the following initial value prob-
lem to the ordinary differential equation

H ′(x(s), y(s), t (s))

⎛
⎝

ẋ(s)

ẏ(s)

ṫ(s)

⎞
⎠ = 0,

‖(ẋ(s), ẏ(s), ṫ(s))‖ = 1,

x(0) = x(0), y(0) = y(0), t (0) = 1,

ṫ(0) < 0.

(3.11)

3.2 Predictor-corrector procedure

The path-following of the homotopy path  can be implemented by some predictor-
corrector procedure, i.e., uses an explicit difference scheme (e.g. Euler method) for
solving (3.11) to give a predictor point and then uses a locally fast algorithm (e.g.,
Newton method) to give a corrector point. Some detailed discussion on the predictor-
corrector algorithm with the convergence can be seen from [1, 45] and etc. Here we
only present a framework of a simple Euler predictor and a Newton corrector for
the path-following. For simplicity, the sign of the predictor direction is chosen to
maintain an acute angle with the former predictor tangent vector. The steplength for
determining the predictor point is selected heuristically based on the former Newton
iteration number.

When t is becoming small (we choose εc = 1e−3 as a threshold here), we change
t only in the predictor step with a small steplength hε and take the corrector step
fixed at the hyperplane t equals to the predicted value. Such a disposal is beneficial to
reduce the potential ill-conditioning coefficient matrix of the Newton iteration during
the Newton corrector step. Detailed description of the algorithm is formulated as
follows.

Algorithm 3.1 (Aggregate Deformation Homotopy Method for CM3P)
Parameters. θ > 0, initial steplength h0, maximum steplength hm, minimum

steplength hε , stop tolerance ε1 > 0 for procedure terminated, stop tolerance εN > 0
for Newton corrector stopped, stop tolerance εc > 0 for judging corrector plane,
counter Ni = 0.

Data. (x(0), y(0), t0) ∈ �0(1) × R2++ × {1}, ω(0) = (x(0), y(0)).
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Step 0. h = h0, d0 = [0;−1], k = 0;

Step 1. Compute a predictor point (ω̄(k), t̄k)

(1.1) Solve a linear equation

[
DH(ω(k), tk)

dT
0

]
d1 =

[
0
1

]

to obtain a unit tangent vector d1 = d1‖d1‖ ;

(1.2) h = min(hm,h); (ω̄(k), t̄k) = (ω(k), tk) + hd1;
(1.3) If t̄k < 0 or t̄k > 1, h = h

2 , return to (1.2); else, go to Step 2;

Step 2. Compute a corrector point (ω(k+1), tk+1)

(2.1) If t̄k < εc, take d = [0;1] and h = min{h,hε}; else, take d = d1. Go to (2.2);
(2.2) Solve equation

(
H(ω, t)

dT [ω − ω̄k; t − t̄k]
)

= 0

by Newton method with the stopping criteria εN and go to (2.3);
(2.3) If Newton corrector fail, h = 0.7 h, go to (1.2); else, denote the solution as

(ωk+1, tk+1), go to (2.4);
(2.4) If tk+1 > 1 or tk+1 < 0, h = h

2 , go to (1.2); else , go to (2.5);
(2.5) If tk < ε1, stop; else d0 = d , k = k + 1, go to (2.6);
(2.6) Ni = Ni + 1. If Ni > 3 and the iteration number of Newton corrector is less

than 3, go to (2.7); else , go to (1.1);
(2.7) Ni = 0, h = 1.5h, go to (1.1).

4 Numerical results

We now present some numerical comparisons to illustrate the efficiency of our
method. The computations are performed on a computer running the software Matlab
6.0 on Microsoft Windows XP Professional with Pentium 4 2.00 GHz processor and
512 megabytes of memory.

We focus on the comparisons of some existing smoothing methods for the CM3P.
We make comparisons of our method (ADH) with the methods by Polak in [17]
(Polak1) and [35] (Polak2) for unconstrained min-max-min problem and the aggre-
gate homotopy method in [27] and [28] (AH). For the subproblem arised in Polak1,
we solve it with the Matlab function fmincon in optimization toolbox. If the objec-
tive function is nonsmooth for Polak1, an extra variable is introduced to transform
the original problem into a CM3P with a smooth objective function and a max-min
constraint. As to the quadratic subproblem in Polak2, we solve it with the Matlab
function quadprog in the optimization toolbox. For the aggregate homotopy method
in [27] and [28], the same path-following strategy as our method is taken. If the ini-
tial point isn’t in the interior of the feasible set, a two-phase strategy similar with the
primal-dual interior point method for linear programming is taken.
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To avoid the overflow, we use some alternative expressions of the twice aggre-
gate function during the computation. For example, we take the following equivalent
formulation in place of the twice aggregate function for smoothing the objective func-
tion,

f (x, t) = f (x)

+ t ln

(
m∑

i=1

exp

(
fi(x) − f (x)

t

)( ∑
1≤j≤li

exp

(
fi(x) − fij (x)

t

))−1)
.

(4.1)

Six examples are given. The first three are simple. The fourth is a variant of
the semi-infinite unconstrained min-max-min example from [35], we introduce an
extra variable to convert it into a constrained example with changeable function
number. The fifth one is constructed with changeable dimension. The last exam-
ple is constructed that both the dimension and the function number are change-
able.

During the computation, we take θ = 0.1, h0 = 0.1, hm = 1, hε = 1e − 3,
ε1 = 1e − 6, εN = 1e − 3, εc = 1e − 3. The results listed in the following tables,
where x∗ denotes the final solution point, f ∗ is the optimal value, g∗ is the constraint
value at x∗.

Example 1 Let n = 2,

f (x) = x2
1 + (x2 − 2)2,

g11(x) = x2
1 + x2

2 − 4,

g21(x) = −x1 − x2 − 2,

g22(x) = x1.

Example 2 Let n = 2, a = [1;1], b = 0.5,

f (x) = 100(x2 − x2
1)2 + (1 − x1)

2,

g11(x) = 1.5b + (x1 − a1)
2

2b
− (x2 − a2),

g12(x) = −0.5b − (x1 − a1)
2

2b
− (x2 − a2),

g13(x) = 1.5b − (x2 − a2 − b)2

2b
− (x1 − a1),

g14(x) = 1.5b − (x2 − a2 − b)2

2b
+ (x1 − a1),

g21(x) = b + (x2 − a2) + (x1 − a1)
2

b
,
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Table 1 Comparison results of Examples 1, 2 and 3

Ex. x(0) Method x∗ f ∗ g∗ Time (sec.)

1 (0, 0) ADH (0.0000, 1.9988) 0.0000 −0.0049 0.4310

AH (−0.0000, 1.9999) 0.0000 −0.0028 0.2600

Polak1 (0.0000, 1.8708) 0.0167 −0.5001 0.4840

2 (2, 2) ADH (1.1999, 1.4402) 0.0400 −0.0000 0.4120

AH (1.1999, 1.4402) 0.0400 −0.0000 0.4380

Polak1 (1.1999, 1.4402) 0.0400 −0.0000 0.6250

3 (0.9, 0.9) ADH (0.7500, 0.0000) 0.0625 −1.7500 0.2340

AH (0.7500, 0.0000) 0.0625 −1.7500 0.3750

Polak1 (0.7500, 0.0000) 0.0625 −1.7500 0.4530

β1 = 1, β2 = 1, ρ = abs(g0) + 1, p = x0T x0 + 10

g22(x) = 2b − (x2 − a2) − 2(x1 − a1) − 2

b
(x1 − a1)

2,

g23(x) = 2b − (x2 − a2) + 2(x1 − a1) − 2

b
(x1 − a1)

2.

Example 3 Let n = 2,

f (x) = max{(x1 − 1)2 + x2
2 , (x1 − 0.5)2 + x2

2},
g11(x) = 1.5 + 0.5x2

1 − x2,

g12(x) = 0.5 + 0.5x2
1 − x2,

g13(x) = −1.5 + (x2 − 1)2/2 − x1,

g14(x) = −1.5 + (x2 − 1)2/2 + x1,

g21(x) = −5 + x2 + x2
1 ,

g22(x) = 2 − x2 + 2x1 + 2x2
1 ,

g23(x) = −4 + x2 − 2x1 + 2x2
1 .

Example 4 Let n = 4, m = 50,100,500,1000,5000,

f (x) = x4,

gi1(x) =
3∑

k=1

(
xk + 1 + i

m

)2

− i

m
− x4,

gi2(x) =
3∑

k=1

(
xk − 1 + i

m

)2

− i

m
− x4, i = 1, . . . ,m.



An aggregate deformation homotopy method for min-max-min problems 517

Table 2 Comparison results of Example 4 with x(0) = (1,1,1,2.1)

m Method x∗ f ∗ g∗ Time (sec.)

50 ADH (0.6567, 0.6567, 0.6567, 0.2936) 0.2936 −1.9906e-7 1.2510

AH (0.6567, 0.6567, 0.6567, 0.2936) 0.2936 −6.1784e-8 1.5310

Polak1 fail

Polak2 (0.6567, 0.6567, 0.6567) 0.2936 2.1880

100 ADH (0.6617, 0.6617, 0.6617, 0.3134) 0.3134 −3.2656e-7 3.6070

AH (0.6617, 0.6617, 0.6617, 0.3134) 0.3134 −2.4045e-8 3.2660

Polak1 fail

Polak2 (0.6617, 0.6617, 0.6617) 0.3134 9.0310

500 ADH (0.6657, 0.6657, 0.6657, 0.3293) 0.3293 −1.6942e-7 21.3440

AH (0.6657, 0.6657, 0.6657, 0.3293) 0.3293 −1.1784e-8 53.5310

Polak1 fail

Polak2 (0.6657, 0.6657, 0.6657) 0.3293 1706.5470

1000 ADH (0.6662, 0.6662, 0.6662, 0.3313) 0.3313 −4.4848e-7 45.2960

AH (0.6662, 0.6662, 0.6662, 0.3313) 0.3313 −2.2504e-8 93.3120

Polak1 fail

Polak2 *

5000 ADH (0.6666, 0.6666, 0.6666, 0.3329) 0.3329 −1.4554e-7 269.2970

AH (0.6666, 0.6666, 0.6666, 0.3329) 0.3329 −3.3042e-8 416.3210

Polak1 fail

Polak2 *

β1 = 1, β2 = 2, ρ = abs(g0) + 1, p = x0T x0 + 100
*denotes the algorithm is stopped because the time is larger than 3000 seconds

Example 5 n = 10,50,100,500,800,

f (x) = max

{
n∑

i=1

(2 − xi)
2,2 exp

(
xn −

n−1∑
i=1

xi

)}
,

g11(x) = xT x − 14000,

g21(x) = −
n∑

i=2

(xi − 10)2 − 40(x1 + 4)2 + 500,

g31(x) = x1 + 10 −
n∑

i=2

x2
i ,

g32(x) = −x1 +
n∑

i=2

x2
i − 5,
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Table 3 Comparison results of Example 5 with x(0) = (0.01n,0.01n, . . . ,0.01n)

n Method x∗ f ∗ g∗ Time (sec.)

10 ADH (2.5890, 0.9183, . . . , 0.9183) 10.8782 −1.0550e-6 0.3910

AH (2.5890, 0.9183, . . . , 0.9183) 10.8782 −9.7469e-7 0.4220

Polak1 (2.5890, 0.9183, . . . , 0.9183) 10.8782 3.2237e-11 1.4070

50 ADH (2.0000, 2.0000, . . . , 2.0000) 7.4128e-12 −183.9999 0.6970

AH (2.0000, 2.0000, . . . , 2.0000) 3.2390e-11 −183.9998 0.7190

Polak1 (0.8944, 0.8944, . . ., 0.8944) 61.1146 1.1017e-9 0.7500

100 ADH (2.0000, 2.0000, . . . , 2.0000) 3.5828e-12 −383.9999 1.4170

AH (2.0000, 2.0000, . . . , 2.0000) 2.1912e-12 −384.0000 1.3190

Polak1 (0.6325, 0.6325, . . . , 0.6325) 187.0178 9.3765e-9 1.4590

500 ADH (2.0000, 2.0000, . . . , 2.0000) 9.0358e-9 −1.9840e+3 111.3520

AH (2.0000, 2.0000, . . . , 2.0000) 1.0054e-8 −1.9840e+3 114.4060

Polak1 fail

800 ADH (2.0000, 2.0000, . . . , 2.0000) 4.2708e-8 −3.1840e+3 1.3723e+3

AH fail

Polak1 fail

β1 = 1, β2 = 2.5, ρ = abs(g0) + 50, p = x0T x0 + 14000

g41(x) = 10 − x1 −
n∑

i=2

(xi + 14)2,

g51(x) = 100 − (x1 − 2)2 −
n∑

i=2

(xi + 20)2.

Example 6 Let x = (T ,u,w) ∈ R1+N+N , N = 40,60,80,100. The example is de-
fined as

f (x) = T 2 + C1

N∑
i=1

u2
i + C2

N∑
i=1

w2
i ,

gi1(x) = x1(i + 1) − α,

gi2(x) = β − x2(i + 1),

gN+i,1(x) = −x1(i + 1) − α,

gN+i,2(x) = β − x2(i + 1), i = 1, . . . ,N,

where C1 = 0.1, C2 = 0.5, α = 5, β = 0.3,

x1(1) = 0.5,

x2(1) = 0.5,
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Table 4 Comparison results of Example 6 with x(0) = (2.5,2.5, . . . ,2.5)

N n m Method f ∗ g∗ Time (sec.)

40 81 80 ADH 8.7930e-9 −1.8223e-6 29.1880

AH 3.2402e-11 −1.7640e-7 75.1720

Polak1 3.1014e-8 3.4849e-20 36.2030

60 121 120 ADH 2.0642e-8 −1.8590e-6 1.1056e+2

AH 1.4292e-12 −3.0253e-8 1.5375e+2

Polak1 1.6795e-12 4.3300e-23 2.0166e+2

80 161 160 ADH 7.4599e-8 −2.5927e-6 2.5473e+2

AH 1.4735e-9 −8.4129e-7 3.7611e+2

Polak1 5.8976e-12 −5.4070e-19 3.4604e+2

100 201 200 ADCH 9.9949e-9 −8.2071e-7 6.3173e+2

AH 8.4396e-9 −1.8008e-6 7.1610e+2

Polak1 3.5781e-8 −4.7971e-20 7.6942e+2

β1 = 1, β2 = 0.1, ρ = abs(g0) + 0.1, p = x0T x0 + 100

ϑ(1) = 0,

θ(1) = 0,

x1(i + 1) = x1(i) + T

N
ϑ(i) cos(θ(i)),

x2(i + 1) = x2(i) + T

N
ϑ(i) sin(θ(i)),

ϑ(i + 1) = ϑ(i) + T

N
ui,

θ(i + 1) = θ(i) + T

N
wi, i = 1, . . . ,N.

From the results listed in the tables, we find that the aggregate deformation homo-
topy method (ADH) is comparable to the other methods. The aggregate homotopy
method (AH) is sensitive to the non-interior initial point. For example, during the
computation of Example 4 by the aggregate homotpy method, as m ≥ 500, the ini-
tial point isn’t in the interior of the aggregate feasible set, a phase-two strategy must
be taken that leads to a much longer time. For Example 5, as n = 800, the initial
point also isn’t in the interior of the feasible set. However, the phase-two strategy
fails to generate an interior initial point for this example. The method Polak1 maybe
leads to a non-optimal solution such as Example 1 or fails to find a feasible solution
(see Table 2 and 3). The reason is that some extra variables must be introduced to
the problem that changes the original feasible set and maybe leads to an infeasible
problem. In Example 4, we compare the method Polak2 that is presented in [35] for
unconstrained min-max-min problem. We find that it is sensitive to the min-function
number m. If m is large, it acts very slowly that is because the method must solve a
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Table 5 The results of Example 3 for different parameters value with x(0) = (0.9;0.9)

Para value x∗ f ∗ N1 N2 Time

(β1, β2, ρ,p)

β1 changeable (1,1,10 + a,100 + b) (0.7500, 0.0000) 0.0625 22 52 0.1788

(2,1,10 + a,100 + b) (0.7500, 0.0000) 0.0625 23 56 0.1882

(3,1,10 + a,100 + b) (0.7500, 0.0000) 0.0625 21 49 0.1677

(0.5,1,10 + a,100 + b) (0.7500, 0.0000) 0.0625 23 59 0.1900

(0.1,1,10 + a,100 + b) (0.7500, 0.0000) 0.0625 25 64 0.1971

β2 changeable (1,1,10 + a,100 + b) (0.7500, 0.0000) 0.0625 22 52 0.1788

(1,2,10 + a,100 + b) (0.7500, 0.0000) 0.0625 22 65 0.1899

(1,3,10 + a,100 + b) (0.7500, 0.0000) 0.0625 35 107 0.2735

(1,0.5,10 + a,100 + b) (0.7500, 0.0000) 0.0625 19 46 0.1622

(1,0.1,10 + a,100 + b) (0.7500, 0.0000) 0.0625 22 47 0.1833

ρ changeable (1,1,10 + a,100 + b) (0.7500, 0.0000) 0.0625 22 52 0.1788

(1,1,1 + a,100 + b) (0.7500, 0.0000) 0.0625 21 51 0.1735

(1,1,100 + a,100 + b) (0.7500, 0.0000) 0.0625 31 98 0.2688

p changeable (1,1,10 + a,100 + b) (0.7500, 0.0000) 0.0625 22 52 0.1788

(1,1,10 + a,10 + b) (0.7500, 0.0000) 0.0625 22 67 0.1834

(1,1,10 + a,500 + b) (0.7500, 0.0000) 0.0625 19 54 0.1754

a = |g(x(0))|, b = x(0)T x(0) , N1-predictor step number, N2-Newton corrector step number

quadratic subproblem with dimension m in every iteration. While m is big, the time
on the quadratic subproblem is large.

In our algorithm, some deformation parameters are introduced to construct defor-
mation. They are chosen manually. To show the influence of the value of them on
the efficiency of our algorithm, a test on Example 3 for different parameter values is
given, the test result is listed in the following Table 5.

From the result in Table 5, we find that the performance of our algorithm moder-
ately depends on the parameters value. Among the parameters, the value of parameter
β2 and ρ are more important. Some more efficient parameters determination strategy
may be beneficial for the improvement of the algorithm.

Remark 1 Homotopy methods usually focus on obtaining a stationary solution point
when used for solving optimization problems, so does the aggregate deformation
homotopy method in this paper. A question will arise naturally: can the homotopy
methods approach to a minimum? How to obtain this?

For the smooth problems, the problem obtaining a local minimum by homotopy
methods were solved. For the smooth unconstrained problem min{f (x) : x ∈ Rn}, it
was proven that the linear homotopy equation H(x, t) = (1 − t)∇f (x) + t (x − x0)

can determine a smooth path approaching to a non-maximum stationary point x∗
only if ∇2f (x∗) is nonsingular. For the smooth constrained optimization problems
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min{f (x) : gi(x) ≤ 0, i = 1, . . . ,m}, the smooth homotopy path, determined by the
combined homotopy equation

H(x,y, t) =
(

(1 − t)(∇f (x) + ∇g(x)y) + t (x − x0)

Yg(x) − tY 0g(x0)

)
= 0, (4.2)

can also approach to a non-maximum stationary point (x∗, y∗) only if ∂H
∂(x,y)

(x∗, y∗,0)

is nonsingular. During the computation, an extra judging step can be included into
the original path-following procedure, that judges whether x∗ is a saddle point by
computing the sequential principal minor determinant of ∇2f (x∗). If x∗ is a saddle
point, then choose a new initial point and repeat the path-following procedure until a
local minimum solution can be obtained. More details of them can be seen from [42].

However, for the CM3P in this paper, it’s much more complex to determine a
minimum by the path-following procedure because of its nonsmoothness. Though
all the computed solution for the given examples are local minima up to now, we
cannot prove theoretically the determined homotopy path approaches to a minimum.
We can only prove now under some assumptions, the homotopy path can determine a
direction d , for the feasible point x(t) = x∗ + td along the direction, it has f (x(t)) ≥
f (x∗), as a result, the obtained generalized KKT solution point x∗ is not a maximum.
The detailed proof is given as follows,

Proposition 4.2 For the given aggregate deformation homtopy equation (1.4), denote
ω = (x, y1, y2), denote ω∗ = (x∗, y∗

1 ,0) as the obtained solution by path-following
the homotopy equation. If ∂H

∂ω
(ω∗,0) is nonsingular, then it must exist a neighbor-

hood Nε of t∗ = 0 and a direction d̄ ∈ Rn+2, such that in the neighborhood, it has
ω(t) = ω∗ + t d̄ for any (ω(t), t) ∈ H−1(0). Take d = d̄(1 : n), then x(t) = x∗ + td .
If defining G(x) = max{(α1(f (x) − f (x∗)) + α2g(x) : α ≥ 0, α1 + α2 = 1}, then we
have G(x∗) = 0 and G′(x∗;d) ≥ 0. When G′(x∗;d) > 0, or G′(x∗;d) = 0 and d

satisfying

dT

( ∑
i∈I (x∗)

δ∗
i

∑
j∈Ji(x

∗)
η∗

ij∇2fij (x
∗) + y∗

1

∑
i∈II (x∗)

λ∗
i

∑
j∈JJi (x

∗)
μ∗

ij∇2gij (x
∗)

)
d > 0,

(4.3)
x∗ isn’t a maximum solution.

Proof If ∂H
∂ω

(ω∗,0) is nonsingular, from the implicit function theorem, there exists a
neighborhood Nε′ of t = 0 such that in the neighborhood, for any (ω(t), t) ∈ H−1(0),
the gradient of ω(t) is given by (t ∈ Nε′ ),

∇ω(t) = −[∇ωH(ω(t), t)]−1∇tH(ω(t), t).

Denote d(t) = − [∇ωH(ω(t),t)]−1∇tH (ω(t),t)

‖[∇ωH(ω(t),t)]−1∇tH (ω(t),t)‖ , d(t) is a unit vector in the neighborhood

Nε′ , it must have a limit point d̄ . As a result, there exists a neighborhood Nε ⊂ Nε′
such that ω(t) = ω∗ + t d̄, t ∈ Nε . Take d = d̄(1 : n), then x(t) = x∗ + td .
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Define

G(x) = max

{
α1(f (x) − f (x∗)) + α2g(x) : α ≥ 0,

2∑
i=1

αi = 1

}
,

it obviously has G(x∗) = 0. Moreover, from the discussions in [33], we know f and g

are semismooth functions, as a result G(x) is a semismooth function (Lemma 2, [6])
and for any given x and u, G′(x;u) exists. In the following, we prove G′(x∗;d) ≥ 0
for the direction d .

From (x∗, y∗
1 ) is a generalized KKT solution, we know for any direction u

such that g′(x∗;u) ≤ 0, it has f ′(x∗;u) ≥ 0. From the construction of the homo-
topy equation (1.4), we know for the direction d , it has g(x(t)) = g(x∗ + td) < 0
and limt↓0 g(x(t)) ≤ 0. As a result, G(x(t)) = f (x(t)) − f (x∗) and G′(x∗;d) =
f ′(x∗;d) ≥ 0.

If G′(x∗;d) > 0, then G(x(t)) = f (x(t)) − f (x∗) > 0, where x(t) = x∗ + td, t ∈
Nε , that is to say f (x(t)) > f (x∗), as a result, x∗ cannot be a maximum solution.

If G′(x∗;d) = 0, from G′(x∗; ·) is upper semicontinuous with respect to direction
u ∈ Rn, for arbitrary sequence xk → x∗, dk → d and vk ∈ ∂G(xk), vk → 0, it has
vT
k d ≤ 0. Similar with the description of theorem 2 in [6], if x∗ is a local maximum

solution of (1.1), we have

L′′+(x∗, y∗
1 ,0, d) ≤ 0, (4.4)

where L′′+(x∗, y∗
1 ,0, d) is the generalized second-order directional derivative of the

Lagrange function L(x, y) = f (x)+yg(x) in the sense of Chaney [6], that is defined
to be the supremum of all numbers

lim sup[L(xk, y
∗
1 ) − L(x∗, y∗

1 ) − vT (xk − x∗)]/t2
k ,

taken over all triples of sequence {xk}, {vk} and {tk} such that

(a) tk ↓ 0, and {xk} converges to x∗, {(xk − x∗)/tk} converges to d ;
(b) {vk} converges to v and vk ∈ ∂xL(xk, y

∗
1 ).

From the computation formula of the Chaney’s generalized second-order directional
derivative in [32], we can compute the Chaney’s generalized second-order directional
derivative of the Lagrange function L(x, y) of (1.1) as follows,

L′′+(x∗, y∗
1 ,0, d) = max

{ ∑
i∈I (x∗)

∑
j∈Ji(x

∗)
a1ij∇2fij (x

∗)

+ y∗
1

∑
i∈II (x∗

∑
j∈JJi(x

∗)
a2ij∇2gij (x

∗) : a ∈ Td(L,x∗, y∗
1 ,0)

}
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where

Td(L,x∗, y∗
1 ,0)

=
{
a = (a1, a2) : ai ∈ RSi , i = 1,2, and there exist {xl}, {al}, {vl} such that

(1) xl →d x∗, vl → 0, vl ∈ ∂xL(xl, y∗
1 );

(2) al → a, for each i = 1,2, al
i ∈ ESi

and

vl =
∑

i∈K1(x
l )

∑

j∈K1i (x
l )

al
1ij∇fij (x

l) + y∗
1

∑

i∈K2(x
l )

∑

j∈K2i (x
l )

al
2ij∇gij (x

l)

}
,

al
ijk = 0, if j /∈ Ki(x

l) or k /∈ Kij (x
l), (4.5)

K1 = m, K2 = k, K1i = li , K2i = pi , Si = ∑
j∈Ki

Kij , ESi
= {ai ∈ RSi :

ai ≥ 0,
∑Ki

j=1

∑Kij

s=1 aijs = 1}, K1(x
l) = I (xl),K2(x

l) = II (xl),K1i (x
l) = Ji(x

l),

K2i (x
l) = JJi(x

l). Denote s∗
1 = (δ∗

1η∗
11, . . . , δ

∗
1η∗

1l1
, . . . , δ∗

mη∗
mlm

), s2 = (λ∗
1μ

∗
11, . . . ,

λ∗
1μ

∗
1p1

, . . . , λ∗
kμ

∗
kpk

), then s = (s1, s2) ∈ Td(L,x∗, y∗
1 ,0). If d satisfies (4.3), then

L′′+(x∗, y∗
1 ,0, d) > 0 that contradicts with (4.4), as a result, x∗ cannot be a maximum

solution. �

The conclusion of Proposition 4.2 is only a preparation work for obtaining a min-
imum of (1.1). To design the algorithm for obtaining a local minimum, more further
work must be done in the future such as the proof that the inequality (4.3) holds
naturally for the determined direction d under the nonsingular assumption, and the
consideration on the non-regular circumstance, that is the circumstance ∂H

∂ω
(ω∗,0) is

singular.

Remark 2 Ill-conditioning of the Hessian is an important numerical issue when using
the second-order information of the aggregate function or twice aggregate function
constructing smoothing algorithms. For the Hessian computation of the twice aggre-
gate function in this paper, we have the following conclusion.

Proposition 4.3 For a given x ∈ Rn and t > 0, the Hessian of f (x, t) with respect to
x have the following form:

∇2
xf (x, t) =

m∑
i=1

δi(x, t)

li∑
j=1

ηij (x, t)∇2fij (x)

+ 2

t

m∑
i=1

δi(x, t)

(
li∑

j=1

ηij (x, t)∇fij (x)

)

×
(

li∑
j=1

ηij (x, t)∇fij (x)

)T
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− 1

t

m∑
i=1

δi(x, t)

li∑
j=1

ηij (x, t)∇fij (x)∇fij (x)T

− 1

t
∇xf (x, t)∇xf (x, t)T . (4.6)

Moreover, for any given x∗ ∈ Rn (n ≥ 2), if there exists a neighborhood Ox∗ of x∗,
such that f (x) is smooth in Ox∗ \ {x∗}, then

lim
t↓0

∇2
xf (x∗, t) = 1

|I (x∗)|
∑

i∈I (x∗)

1

|Ji(x∗)|
∑

j∈Ji(x
∗)

∇2fij (x
∗). (4.7)

Proof From the definition of f (x, t), (4.6) can be directly computed. From the
theorem 1 in [38], if f (x) is smooth in Ox∗ \ {x∗}, then f (x) is smooth at
Ox∗ , and ∇fij (x

∗) = ∇f (x∗) for all i ∈ I (x∗), j ∈ Ji(x
∗). As a result, from

limt↓0
1
t

exp(− a
t
) = 0 (a > 0) and (4.6), we have

lim
t↓0

ηij (x
∗, t)

t
= lim

t↓0

exp(
fij (x∗)−fi (x

∗)
t

)

t
∑

j∈Ji
exp(

fij (x∗)−fi(x
∗)

t
)

= 0, j /∈ Ji(x
∗),

lim
t↓0

δi(x
∗, t)
t

= 0, i /∈ I (x∗),

lim
t↓0

1 − ∑
j∈Ji (x

∗) ηij (x
∗, t)

t
= lim

t↓0

∑
j /∈Ji(x

∗) exp(
fij (x∗)−fi (x

∗)
t

)

t
∑

j∈Ji
exp(

fij (x∗)−fi(x
∗)

t
)

= 0,

lim
t↓0

1 − ∑
i∈I (x∗) δi(x

∗, t)
t

= 0,

lim
t↓0

(
2

t

∑
i∈I (x∗)

δi(x
∗, t)

( ∑
j∈Ji(x

∗)
ηij (x

∗, t)∇fij (x
∗)

)( ∑
j∈Ji(x

∗)
ηij (x

∗, t)∇fij (x
∗)

)T

− 1

t

∑
i∈I (x∗)

δi(x
∗, t)

∑
j∈Ji(x

∗)
ηij (x

∗, t)∇fij (x
∗)∇fij (x

∗)T

− 1

t
∇xf (x∗, t)∇xf (x∗, t)T

)

= lim
t↓0

(
1

t

∑
i∈I (x∗)

δi(x
∗, t)

( ∑
j∈Ji (x

∗)
ηij (x

∗)
( ∑

j∈Ji (x
∗)

ηij (x
∗) − 1

))

+ 1

t

∑
i∈I (x∗)

δi(x
∗, t)

(
1 −

∑
i∈I (x∗)

δi(x
∗, t)

))
∇f (x∗)∇f (x∗)T = 0,

as a result, limt↓0 ∇2
xf (x∗, t) = 1

|I (x∗)|
∑

i∈I (x∗)
1

|Ji (x
∗)|

∑
j∈Ji(x

∗) ∇2fij (x
∗). �
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From above Proposition 4.3, only in some special case, it can be proven that
∇2

xf (x, t) keeps finite as t → 0, otherwise, it maybe approaches to infinite. Such
a phenomenon was also considered by many other researchers. For example, in
[43], the author discussed the potential ill-conditioning of the aggregate function
f (x,p) = p ln(

∑m
i=1 exp( 1

p
fi(x))) for smoothing the max-type function f (x) =

max1≤i≤m{fi(x)}. He illustrated that the speed of the Hessian going to infinite
depended not only on the parameter p but also on ‖∇fi(x) − ∇fj (x)‖, where
i, j ∈ I (x) = {i ∈ {1, . . . ,m} : fi(x) = f (x)}.

Some other beneficial strategies for coping with the ill-conditioning of the aggre-
gate function also exist. For example, in [36], Polak, E. et al. presented some feedback
precision-adjustment rule to control the parameter. With this strategy, though the ill-
conditioning still cannot be avoided, it can be reduced. From another point of view, by
giving an improvement of the aggregate function, Yang, Q.Z. presented an adjustable
aggregate function to avoid the ill-conditioning in [49]. Respectively, a similar cross
entropy function was presented by X.S. Li et al. [25]. With the new technique, the
smoothing functions can approximate to the original max-function when the control
parameter t is larger than zero. However, as it was pointed out in [25], the new ap-
proximate functions are unstable in numerical computation. They just provided a new
idea for coping with the ill-conditioning of the aggregate function.

In this paper, we take an adjustable corrector plane strategy in the algorithm, that
is, as t is becoming small, we change t only in the predictor step and take the Newton
corrector step fixed at a plane where t equals to the predicted value. Though the
strategy is elementary, it’s beneficial to avoid the possible ill-conditioning coefficient
matrix during the Newton corrector and make t reduce to zero not too fast and as a
result, is good at reducing the ill-conditioning.

Besides these, some other work on ill-conditioning arising from the interior-point
methods by M.H. Wight et al. [11, 12, 46] are also beneficial for reference. It’s one of
our on-going work based on these existing work to make more further consideration
on the potential ill-conditioning of the twice aggregate function.

5 Conclusion and future work

In this paper, an aggregate deformation homotopy method for the CM3P is presented.
The convergence analysis and numerical results show that the new method is feasi-
ble for the CM3P. Compared to other existing methods, the new method is a non-
interior-point path-following method. Though some deformation parameters need to
be adjusted manually, the algorithm is comparatively stable to moderate changes of
the parameters’ value. Moreover, it has many benefits. For example, it doesn’t require
a restrictive weak normal cone condition and is feasible for almost all initial point,
it’s unnecessary to introduce any auxiliary variables or solve any extra subproblems
with higher dimension. As a result, it’s competitive to the existing methods. Our fu-
ture work will include more effective twice aggregate function evaluation with the
gradient and Hessian, the efficient linear equation solver for the predictor direction
and Newton corrector, the applications to some problems arising in the field of data
mining, the consideration on the degenerate or non-regular circumstance and some
more efficient strategy on the ill-conditioning as well.
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